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Chapter I

Introduction

I.1 Historical Introduction

The theory of symmetric spaces was initiated by E. Cartan in 1926. While he
was studying Riemannian locally symmetric spaces, he discovered, via the paper
by H. Weyl [Wey26], that the problem he was studying was equivalent to the one
he had studied some twelve years earlier, namely the classification of real forms of
complex semisimple Lie algebras.

The original definition of symmetric space belongs to the realm of Riemannian
geometry, in that a Riemannian symmetric space was originally defined as a Rie-
mannian manifold whose curvature tensor is invariant under parallel translation.
While the Riemannian geometrical acception has not faded, Cartan discovered that
symmetric spaces are as related to Riemannian geometry as they are to Lie groups.

There are at least three good reasons to study symmetric spaces:

• They connect seemingly di↵erent fields of mathematics, and hence each one of
the fields can enhance the knowledge about the other. As Cartan put it: ”The
theory of groups and geometry, leaning on one another, allow one to take up
and solve a great variety of problems”, [Car26].

• Many well known examples are indeed symmetric spaces.

• They are beautiful!

Examples. (1) The Euclidean n-space E := (Rn, gEucl) is a symmetric space. Its
sectional curvature vanishes everywhere. Its isometry group is O(n)n R

n.

(2) The unit sphere Sn in R
n+1 equipped with the Riemannian metric induced by

R
n+1 is a symmetric space whose sectional curvature is everywhere equal to one.

Its isometry group is O(n,R).

3
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(3) Let q : Rn+1
! R be the quadratic form associated to the symmetric bilinear

form of signature (n, 1)

hx, yi := x1y1 + · · ·+ xnyn � xn+1yn+1 .

Then

H
n
R
:= {x 2 R

n+1 : q(x) = hx, xi = �1 and xn+1 > 0}

is the (real)1 hyperbolic n-space. To give it a metric, write for every x 2 H
n
R

R
n+1 = Rx� (Rx)? where (Rx)? :=

�
y 2 R

n+1 : hx, yi = 0
 
.

Since hx, xi = �1, the restriction h·, ·i|(Rx)? is positive definite and hence defines
a Riemannian metric on H

n
R
. Hn

R
is a symmetric space whose sectional curvature

is identically equal to �1. Its isometry group is O(n, 1)+, where

O(n, 1) := {g 2 GL(n+ 1,R) : q(gx) = q(x) for every x 2 R
n+1

}

and

O(n, 1)+ := {g 2 O(n, 1) : gHn
R
= H

n
R
} .

In each of the above cases it is easy to see that the isometry group acts transitively
on the symmetric space.

I.2 Overview

I.2.1 Riemannian Geometrical Characterization of Symmet-
ric Spaces

1
We could define also the complex and quaternionic hyperbolic space. Let K = R,C or H.

Recall that the quaternions H is a four dimensional algebra over R with basis {1, i, j, k}, where

1 is central, ij = k, jk = i, ki = j, and i
2
= j

2
= k

2
= �1. Endow the space K

n+1
with the

K-Hermitian form q defined by

q(x, y) := x1y1 + · · ·+ xnyn � xn+1yn+1 ,

(where conjugation is of course trivial in R). If PK
n
is the projective space PK

n
= (K

n+1
\{0})/K

⇤
,

the set

H
n
K := {x 2 PK

n
: q(x, x) < 0} .

is called real, complex or quaternionic hyperbolic n-space H
n
K, according to whether K = R,C or

H. Its dimension is, accordingly, n, 2n or 4n.
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Convention. A manifold is always assumed to be connected, second countable,
paracompact, Hausdor↵ and finite dimensional. The only exception are Lie groups,
that are allowed to have several components.

If M is a Riemannian manifold and p 2 M , a geodesic symmetry at p is a map
defined in a neighborhood of p that fixes p and reverses any local geodesic through
p.

Remark. A geodesic symmetry need not be an isometry and need not be defined
on the whole of M .

Definition: Riemannian Symmetric Space

The Riemannian manifoldM isRiemannian locally symmetric if for every
p 2 M , there exists a geodesic symmetry sp that additionally is an isometry
on its domain.
A Riemannian manifold is a Riemannian glolbally symmetric space if it
is locally Riemannian symmetric and in addition for every p 2M the geodesic
symmetry sp is defined on the whole of M .

Example. (1) As an exercise define the geodesic symmetry in the case of Sn and
of Euclidean n-space.

(2) Let Hn
K
be hyperbolic n-space. We can identify2 the tangent space TxH

n
K
at the

point x 2 H
n
K
with x? := {y 2 K

n+1 : q(x, y) = 0}. The Hermitian form q has
signature (n, 1) and K

n+1 = (Kx) � (Kx)?, so that the restriction of q to x?

is positive definite. It follows that Re q(u, v) descends to an inner product on
TxH

n
K
that turns Hn

K
into a Riemannian manifold.

If for example K = R, then geodesics in this model are the intersection of the
hyperboloid with planes through the origin. The geodesic symmetry is defined
at x by

sx(y) := �2xq(x, y)� y .

In fact, we will show that a geodesic symmetry is characterized by sx 2 O(q,K),
(sx)2 = Id , sx(x) = x and sx preserves the Riemannian metric: namely, if
z 2 H

n
K
, then dzsx : TzH

n
K
! Tsx(z)H

n
K
has the property that

q(dzsx(v), dzsx(v)) = q(sx(v), sx(v)) = q(v, v) ,

2
Consider the map F (x) := q(x, x) + 1. If x 2 F

�1
(0), then ker dxF = Tx(F

�1
(0)), and

(dxF )(y) =
d
dt |t=0F (x+ ty) = 2q(x, y).



6 CHAPTER I. INTRODUCTION

where we have used that the di↵erential of a linear map is the linear map itself.
If follows also that, if v is a tangent vector at x, then

sx(v) = 2vq(x, v)� v = �v .

We will see that if M is Riemannian globally symmetric, then it is complete
and the connected component of its isometry group is small enough to be finite
dimensional, but large enough to act transitively. The stabilizer of a point is going
to be a compact subgroup of Iso(M)�.

We next list a few more (and less well known) examples:

Example. (1) A compact semisimple Lie group can be turned into a Riemannian
symmetric space.

(2) Any compact orientable Riemann surface of genus g � 2 is locally Riemannian
symmetric but not Riemannian symmetric. They are all quotients H2

R
/�, where

� < Iso(H2
R
)� is a discrete cocompact subgroup (isomorphic to the fundamental

group of the surface).

(3) Quotients of 2-dimensional real hyperbolic space by SL(2,Z) or by any finite
index subgroup are locally Riemannian symmetric with finite volume but not
compact).

(4) Borel showed that any Riemannian symmetric space, whose isometry group
is semisimple, admits a quotient that is of finite volume and compact (using
number theoretical arguments).

In fact, developing the theory leads to the first fact that any symmetric space is
of the form R

m
⇥ G/K, where R

m is a Euclidean space and G is a semisimple Lie
group that has an involutive automorphism � whose fixed point is essentially K (in
fact, (G�)�  K  G�).

It is clear from the above examples that the theory of Riemannian locally sym-
metric spaces is part of the realm of discrete subgroups of semisimple Lie groups.
We will soon leave aside the Riemannian locally symmetric spaces and concentrate
on the Riemannian globally symmetric ones.

I.2.2 Algebraic Characterization of Symmetric Spaces

A symmetric space can be characterized from a purely algebraic point of view as
follows. Take a connected Lie group and � : G ! G an involutive automorphism
�2 = Id . A symmetric space for G is a homogeneous space G/H such that H < G�

is an open subgroup (hence union of connected components). If the group G� of
�-fixed points is compact, then G� can be equipped with a Riemannian metric by
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considering any G�-invariant inner product on the tangent space at eG� (which
is possible since G� is compact) and smearing it around using the G-action. If
(G�)�  K  G�, then G/K is a Riemannian symmetric space.

Remark. Di↵erentiation of � gives a decomposition of g into g = h � m, where
h = Lie(H) is the eigenspace with eigenvalue +1 and m is the eigenspace with
eigenvalue �1. Then [h, h] = h, [h,m] ⇢ m and [m,m] ⇢ h. These three conditions
indeed are equivalent in turn to the existence of an involutive automorphism of G
with h as a +1 eigenspace and m as a �1 eigenspace.

I.2.3 Equivalence between the two Characterizations

If M is Riemannian symmetric, then M ⇠= G/K, where G = Iso(M)� and K =
StabG(p), where p 2M is any point. Then K is compact and � : G! G, defined by
�(g) = spgsp is an involutive automorphism of G such that (G�)� ⇢ K ⇢ G� (and
is hence open).

To see the converse, that is that M = G/K is Riemannian symmetric, we need
to define sp : M ! M , where p = hK 2 M . For l 2 G we set sp(lK) = h�(h�1l)K,
where � is the involution ofG fixingK. One can then see that sp(p) = p, sp 2 Iso(M)
and dpsp : TpM ! TpM is just dpsp = �Id .

I.2.4 Decomposition, Classification and More to Follow

In 1926 Cartan classified all simply connected Riemannian symmetric spaces. Using
the de Rham decomposition, one can see that any simply connected Riemannian
symmetric space can be written as a product of M0 ⇥M+ ⇥M�, where

– M0 has zero curvature and is hence isometric to R
n;

– M+ has non-negative sectional curvature;

– M� has non-positive sectional curvature.

The simply connected symmetric spaces of non-negative curvature are those of
compact type, while the M� are of non-compact type. Both have semisimple isometry
group. The compact and non-compact symmetric spaces are moreover dual one
of the other (resembling the analogy between spherical geometry and hyperbolic
geometry, that can be, in fact, explained by this duality).

An important invariant of a symmetric space is its rank. This can be explained
from a Riemannian geometrical point of view as the maximal dimension of any
totally geodesic subspace of M (that is the maximal dimension of a subspace of the
tangent space to any point in which the curvature is zero). From the Lie theoretical
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point of view the rank is given in terms of the dimension of a Cartan subalgebra,
that is a maximal abelian subalgebra that is diagonalizable.

If the rank is one, the maximal flats are geodesics. Thus the curvature is either
negative or positive, and we have as examples the hyperbolic spaces defined before
(in negative curvature) and the sphere (in positive curvature).

Here we will focus mostly on symmetric spaces of non-compact type. In this
case K < G is a maximal compact subgroup (and all maximal compact are conju-
gate). We will also see various decompositions such as the Cartan and the Iwasawa
decomposition. Finally we will study the geometry at infinity of a symmetric space.

I.2.5 (Maximal) Prerequisites in Riemannian Geometry

• Parallel transport, geodesic and the exponential map;

• Isometries of a Riemannian manifold as a metric space;

• de Rham decomposition;

• Levi-Civita connection;

• Curvatures (Riemann curvature tensor, sectional curvature);

• Jacobi fields.

I.2.6 Textbooks

(1) A. Borel, [Bor98]

(2) M. Bridson and A. Haefliger, [BH99]

(3) M. do Carmo, [dC92]

(4) P. Eberlein, [Ebe96]

(5) S. Helgason, [Hel01]

(6) S. Kobayashi and K. Nomizu, [KN96]



Chapter II

Generalities on Riemannian
Globally Symmetric Spaces

II.1 Isometries and the Isometry Group

A Riemannian metric g on a smooth manifold M is a map that associates to every
x 2 M a scalar product on TxM such that for every coordinate chart ' : U ! R

n

the function

U �! R

x 7! gx
�
(dx')

�1(ei), (dx')
�1(ej)

�
1  i, j  n

is smooth, where ej denotes the j-th vector of the standard basis of Rn.
The length l(c) of a smooth path1 c : [a, b]!M is defined as

l(c) :=

Z b

a

q
gc(t)(ċ(t), ċ(t))dt

where ċ(t) is the tangent vector to the path c at the point c(t).
If M is connected,

d(x, y) := inf {l(c) : c a smooth path from a to b}

defines the Riemannian distance between two points x and y.
A geodesic between two points is a smooth path that is length minimizing.

1
By a smooth map c : I ! M from an interval I ⇢ R into a smooth manifold we mean the

restriction of a smooth map defined on an open interval containing I.

9
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Definition: Isometry

An isometry between two Riemannian manifolds (M, g), (N, h) is a di↵eomor-
phism f : M ! N such that g = f ⇤h, that is, if dpf : TpM ! Tf(p)N is the
di↵erential, then

hf(p)(dpf(u), dpf(v)) = gp(u, v) ,

for all u, v 2 TpM .

It is easy to see that a Riemannian isometry maps geodesics to geodesics and
hence preserves the Riemannian distance. But actually the converse also holds:

Theorem II.1: [Hel01, Theorem I.11.1]

Let M be a Riemannian manifold and ' : M ! M a di↵eomorphism. Then
the following are equivalent:

(i) ' is a Riemannian isometry,

(ii) ' preserves the Riemannian distance.

The following is an extremely useful rigidity result for connected Riemannian
manifolds. Its states that Riemannian isometries are completely determined by the
local data at one point.

Lemma II.2: [Hel01, Lemma I.11.2]

Let fi : M ! N , i = 1, 2, be two isometries between Riemannian manifolds
and assume that M is connected. Suppose there exists a point p 2 M such
that

f1(p) = f2(p) and dpf1 = dpf2.

Then f1 = f2.

We start the proof by recalling few facts that will be useful also in the following.
The Riemannian exponential map Expp at a point p 2 M is defined from a neigh-
borhood U0 of 0 2 TpM to a neighborhood of p in M as follows. Let Xp 2 TpM ,
and let �Xp be the unique geodesic �Xp : (�✏, ✏)!M , such that

�Xp(0) = p and �̇Xp(0) = Xp .

Then

Expp(Xp) := �Xp(1) .
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An open neighborhood of p that is the di↵eomorphic image of a star shaped neigh-
borhood of 0 2 TpM under Expp is called a normal neighborhood

If f : M ! M is an isometry and 0 2 N0 ⇢ TpM (resp. 0 2 N 0
0 ⇢ Tf(p)M) is a

neighborhood where Expp (resp. Expf(p)) is defined, then the diagram

N0

Expp
✏✏

dpf
// N 0

0

Expf(p)
✏✏

M
f
//M

commutes.

Proof of Lemma II.2 . By hypothesis f := f�1
2 � f1 : M ! M is an isometry that

satisfies
f(p) = p and dpf = Id .

so that the set
S := {q 2M : f(q) = q, dqf = Id}

is closed and non-empty as p 2 S. We show that S is open.
Let q 2 S and U = Expq(N0) a normal neigborhood of q. Then for all v 2 TqM

and t 2 R with tv 2 N0 we have

f(Expq(tv)) = Expf(q)(tdqf(v))

= Expq(tdqf(v))

= Expq(tv)

which shows that f |U = Id . Thus U ⇢ S and hence S is open. As S is a closed and
open non-empty set of the connected set M it is equal to all of M . ⌅

The isometries of a Riemannian manifold (M, g) form a group under composition,
denoted Iso(M), that can be endowed with the compact-open topology, i.e. the
topology generated by the subbasis

S(C,U) := {f 2 Iso(M) : f(C) ⇢ U}

where C ⇢M is compact and U ⇢M is open.

Theorem II.3: [Hel01, Theorem IV.2.5]

LetM be a Riemannian manifold. Then Iso(M) with the compact-open topol-
ogy is a locally compact group acting continuously on M .
Moreover, the stabiliser StabIso(M)(p) of a point p 2M is compact.
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Idea of proof. The proof relies upon the following two facts:

1. If M is a metric space, then the compact-open topology on Iso(M) coincides
with the topology of uniform convergence on compact sets.

2. If (fn)n�1 ⇢M is a sequence such that for some p 2M the sequence (fn(p))n�1

converges, then there is f 2 Iso(M) and a subsequence that converges to f in
the compact-open topology.

To see the compactness of the stabiliser, we consider the map

StabIso(M)(p)! O(TpM)

f 7! dpf.

Then Lemma II.2 implies that if dpf = Id , then f = Id . ⌅

II.2 Geodesic Symmetries

Definition: Riemannian Symmetric Spaces

Let M be a Riemannian manifold.

• M is Riemannian locally symmetric if for each p 2 M there exists a
normal neighborhood U of p and an isometry sp : U ! U such that

(1) (sp)2 = Id

(2) p is an isolated fixed point, i.e. p is the only fixed point of sp in U .

The map sp : U ! U is called a geodesic symmetry.

• M is Riemannian globally symmetric if for each p 2 M , sp can be ex-
tended to an isometry defined on M .

Here is the relation between Riemannian locally symmetric and Riemannian
symmetric spaces:

Theorem II.4: [Hel01, Theorem IV.5.6]

A complete simply connected Riemannian locally symmetric space is Rieman-
nian globally symmetric.
In particular, the universal covering(o)f a complete locally symmetric space is
globally symmetric and every complete locally symmetric space is a quotient
of a complete globally symmetric space by a discrete torsion-free group of
isometries isomorphic to the fundamental group.
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Remark. The converse of Theorem II.4 does not hold, as for example S1 is a
Riemannian globally symmetric space that is Riemannian locally symmetric by def-
inition but not simply connected.

We will only be concerned with Riemannian globally symmetric spaces, so the
terminology “Riemannian symmetric space” or short RSS is from now on intended
to mean “Riemannian globally symmetric space”.

The following lemma relates the definition of geodesic symmetry at the begin-
ning(o)f this section with the intuitive one mentioned in the previous one.

Lemma II.5

Let M be a Riemannian manifold and p 2 U ⇢ M where U = Exp(N0) is a
normal neighborhood of p. Let sp 2 Iso(M) be an isometry such that p is the
only fixed point. Then the following are equivalent:

(i) (sp)2 = Id

(ii) dpsp = �Id .

In either case, it holds that

sp(Expp(tv)) = Expp(�tv)

wherever Exp is defined.

Proof. (ii) =) (i): By the chain rule it follows from dpsp = �Id that

(dpsp)
2 = dp(sp)

2 = (�Id)2 = Id = dpId .

Since s2p(p) = p = Id(p) the claim follows from Lemma II.2.
(i) =) (ii): From s2p = Id we get (dpsp)2 = Id , where (dpsp)2 : Tp(M)! Tp(M).

Hence dpsp has eigenvalues 2 +1 or �1. If +1 were to be an eigenvalue, then there
would be 0 6= v 2 TpM such that (dpsp)v = v. Thus, for every tv 2 N0 we would
have that

sp(Exp(tv)) = Exp(dpsp(tv))

= Exp(tv)

Hence Exp(tv) would be a fixed point for every t such that tv 2 N0, contradicting
the fact that p is the only fixed point of sp. ⌅

2
Let V be a real vector space. Then any map A 2 End(V ) such that A

2
= Id is diag(o)nalizable.

In fact, if (·, ·) is any inner product, then A is in the orthogonal group of the inner product

< u, v >:= (u, v) + (Au,Av) and hence is diag(o)nalizable.
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The following corollary follows immediately from Lemma II.5 and Lemma II.2:

Corollary II.6

If M is a connected Riemannian manifold and p 2 M , then there is at most
one involutive isometry sp with p as isolated fixed point.

Proposition II.7

If M is a Riemannian symmetric space, then it is complete. Moreover, the
connected component Iso(M)� of the isometry group Iso(M) acts transitively
on M .

The completeness in Proposition II.7 is both as metric space and geodesically.
This follows from the following classical theorem:

Theorem II.8: Hopf–Rinow

Let M be a connected Riemannian manifold. Then the following are equiva-
lent:

(i) Closed and bounded sets are compact,

(ii) M is a complete metric space,

(iii) M is geodesically complete, that is, 8p 2 M the exponential map is
defined on the whole tangent space.

As a consequence of any of the above, for all p, q 2M there exists a geodesic
connecting p and q.

The proof of Proposition II.7 relies on the following lemma, whose proof we
postpone.

Lemma II.9

LetM be a Riemannian symmetric space. Then the mapM ! Iso(M) defined
by p 7! sp is continuous.

Remark. If M is a Riemannian symmetric space, o 2M a basepoint and

K := StabIso(M)(o),
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then the orbit map

Iso(M)
�K !M

gK 7! g(o)

is a homeomorphism.

Proof of Lemma II.9: We verify that

sg(p) = gspg
�1, (II.1)

and, again by Lemma II.2 it is su�cient to check that the maps above and their
di↵erentials agree at some point:

gspg
�1(g(p)) = gsp(p)

= g(p)

= sg(p)(g(p))

and

dg(p)(gspg
�1) = (dpg)(dpsp)(dg(p)g

�1)

= �(dpg)(dg(p)g
�1)

= �dg(p)Id

= �Id

= dg(p)sg(p).

Let p 2 M and let g 2 Iso(M) be such that g(o) = p. Consider then the following
diagram

Iso(M)
�K

gK 7!g(o)
//M

g(o) 7!sg(o)
// Iso(M)

Iso(M)

g 7!gK

OO

g 7!gsog�1

66

where:

(1) The first arrow in the top line Iso(M)
�K ! M is the orbit map gK 7! g(o),

which is a homeomorphism.
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(2) The diag(o)nal arrow Iso(M) ! Iso(M) defined as g 7! gsog�1 = sg(o) is con-
tinuous because of (II.2) and since Iso(M) is a topological group. Moreover it
factors through K, since K = StabIso(M)(o), thus giving a continuous map

Iso(M)
�K

✏✏

Iso(M)

Iso(M)

g 7!gsog�1

66

(II.2)

The composition of the inverse of the orbit map with the map in (II.2) realizes
M ! Iso(M), g(o) 7! sg(o) as composition of continuous maps.

⌅

Proof of Proposition II.7: Let a < b and � : (a, b)!M a geodesic segment. We will
show that � can be extended to (a, b+ 2") where " := b�a

4 .

a a+ ✏ a+ 2✏ b� ✏ b b+ 2✏

This will show that � can be extended to R and hence M is geodesically complete
and, by Theorem II.8, also metrically complete.

Let p := �(b� ") and consider the geodesic segment

⌘ : (a+ 2", b+ 2") �! M

t 7! sp (� (a+ b+ 2"� t)) .

�
p = �(b� ")

v = �̇(b� ")

sp � �

(dpsp)(v)

Note that this makes sense, because t 2 (a+ 2", b+ 2") implies that

a = a+ b+ 2"� (b+ 2") < a+ b+ 2"� t < a+ b+ 2"� (a+ 2") = b .

To see that ⌘ extends � as geodesica, we need to check that

(1) ⌘(b� ✏) = �(b� ✏), and

(2) ⌘̇(b� ✏) = �̇(b� ✏) .
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In fact,
⌘(b� ") = ⌘(a+ 3") = sp (�(b� ")) = �(b� ")

since sp fixes p. Also, by the chain rule,

⌘̇ (b� ") = ⌘̇ (a+ 3")

=
d

dt

����
t=0

⌘ (a+ 3"+ t)

=
d

dt

����
t=0

sp (� (a+ b+ 2✏� (a+ 3✏+ t)))

=
d

dt

����
t=0

sp (� (b� "� t))

= (dpsp) (��̇ (b� "))

= �̇ (b� ")

which implies by the uniqueness of geodesics that

⌘|(b�2",b) = �|(b�2",b) .

This means that we can prolong � to (a, b+ 2") using ⌘.
Let p, q 2M and � : [0, t]!M with �(0) = p, �(t) = q. Then

q = s�(t/2)(p) ,

which shows that Iso(M) acts transitively on M . We want however to show that
Iso(M)� acts transitively. Since we showed in Lemma II.9 that the map p 7! sp
is continuous and we know that M is connected, the image of M is contained in
a connected component, although there is no guarantee that it is the connected
component of the identity. We consider then the map

M ⇥M ! Iso(M)

(p, q) 7! sp � sq

which is continuous and whose image contains s2p = Id . It follows then that the
image of this map is contained in Iso(M)�. If � is a geodesic from p to q with
�(0) = p and �(t) = q, then

s�(t/2) � sp(p) = q . ⌅

Corollary II.10

Let (M, g) be a Riemannian symmetric space, p 2M and K = StabIso(M)(p).
Then K meets every connected component of Iso(M).
In particular, Iso(M)� is open and of finite index in Iso(M).
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Proof. Take g 2 Iso(M). Since Iso(M)� acts transitively, there is g0 2 Iso(M)� such
that g0p = gp. But that means that there is an element k 2 K such that g = g0k.
Thus k 2 g Iso(M)� and K meets every connected component.

To see the second assertion, we note that Id 2 K�. Thus K�
 Iso(M)� and the

homomorphism

↵ : K !
Iso(M)

�Iso(M)�

factors through K�:
K�K� ! Iso(M)

�Iso(M)� .

By the first assertion this is surjective and hence

���K�K�
��� <1 =)

���Iso(M)
�Iso(M)�

��� <1 ⌅

A classical theorem of Myers and Steenrod [MS39] asserts that the isometry
group of a Riemannian manifold is a Lie group. The idea is to consider orbits of
points and parametrise in this way Iso(M). We sketch here the proof in the special
case of our interest: namely, knowing that a RSS is a homogeneous space G/K we
consider the principal G-bundle G ⇣ G/K and we induce the Lie group structure
as a local product, using that K ,! O(n,R) is a Lie group.

Theorem II.11: [Hel01, Lemma IV.3.2, Theorem 3.3 (i)]

Let M be a Riemannian symmetric space. Then G := Iso(M) has a Lie group
structure compatible with the compact-open topology and it acts smoothly
on M .
Moreover, if o 2 M is a base point, then M is di↵eomorphic to G/K, where
K = StabG(o) and contains no non-trivial normal subgroups of G.

Sketch of the proof. The map K ! O(ToM, g), defined by k 7! dok, is a homeo-
morphism onto its image. Hence K can be identified with a closed subgroup of
O(ToM, g), from which it inherits a unique di↵erentiable structure compatible with
the topology, which makes it a Lie group.

Let ⇡ : G ⇣ M = G/K be the natural projection, ⇡(g) := g(o). We will construct
a continuous local section of ⇡, that is a map ' : U ! G, where U is a normal
neighborhood of p in M , such that ⇡ � ' = Id . From this it will follow that ' is a
homeomorphism onto its image B := '(U) (it is clearly injective and its continuous
inverse is ⇡|B). Thus we can define

'̃ : U ⇥K ! ⇡�1(U)

(x, k) 7! '(x)k
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that is continuous and bijective with inverse map given by

'̃�1 : ⇡�1(U)! U ⇥K

g 7! (g(p),'(g(p))p).

Thus '̃�1 is a homeomorphism between ⇡�1(U) 3 Id and U ⇥ K. The smooth
structure on G is then given by the smooth structure on translates of ⇡�1(U). The
di↵erentiable structure will hence be given to G by using translates of open set BU ,
where U ⇢ K is open and one can check that all the needed properties hold.

In order to construct the section ', let �(t) be a geodesic in U such that �(0) = p.
As seen already in the proof of Proposition II.7, for every t, the isometry s�(t/2) � sp
maps p into �(t), that is

s�(t/2) � sp(p) = �(t).

Define then '(�(t)) := s�(t/2) � so. The map ' has the desired properties, since it is
obviously injective for small enough t and continuous (Lemma II.9).

If K were to contain a subgroup that is normal in G, then this subgroup would
act trivially on M = G/K, which is impossible. ⌅

II.3 Concepts of Riemannian Geometry

Definition: Vector fields

Let M be a smooth manifold, ⇡ : TM !M be the tangent bundle. A smooth
vector field is a section of ⇡, that is a map X : M ! TM such that ⇡ �X =
IdM .

We denote by Vect(M) the set of vector fields, which is a C1(M)-module with
pointwise multiplication

(fX)p = f(p)Xp for f 2 C1(M), X 2 Vect(M).

If f 2 C1(M,M), we denote by dpf : TpM ! Tf(p)M its di↵erential. Then any
X 2 Vect(M) acts on C1(M,M) by

(Xf)(p) = (dpf)(Xp)

At a point m 2 M , this amounts to taking the derivative of f in the direction of
Xp.

While functions can be di↵erentiated on a manifold, we need a canonical way of
identifying tangent spaces at di↵erent points if we want to di↵erentiate vector fields.
This is exactly waht is achieved with a connection.
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Definition: Connection

An a�ne connection on M is a map

r : Vect(M)⇥ Vect(M)! Vect(M)

such that for all X,X 0, Y, Y 0
2 Vect(M), for all f, f 0

2 C1(M) and for all
a, b 2 R,

(1) r is C1(M)-linear in the first variable, that is

rfX+f 0X0(Y ) = frXY + f 0
rXY

(2) r is R-linear in the second variable, that is

rX(aY + bY 0) = arXY + brXY
0

(3) r satisfies the Leibniz-rule, that is

rX(fY + f 0Y 0) = frXY + f 0
rXY

0 + (Xf)Y + (Xf 0)Y 0 .

Remark. The connection rXY (p) amounts to taking the derivative at p 2M of Y
in the direction of Xp. In fact, the value at the point p 2 M of rXY depends only
on the value Xp of the vector field X at p, but on the other hand on the vector field
Y in a neighborhood of p.

Definition: Covariant Derivative

Let � : I ! M be a smooth curve. A vector field along � is a smooth map
X : I ! TM such that X(t) 2 T�(t)M . The covariant derivative of a vector
field X along � is r�̇(t)X.

We write Vect(�⇤TM) for the vector space of vector fields along �. Note that a
vector field along � is only a vector field whose basepoint is on �, but not necessarily
tangent to �.

Definition: Parallel Vector Fields

Let X 2 Vect(�⇤TM) be a vector field along a smooth curve �. We say that
X is parallel if r�̇X = 0.

Remark. Take � ⇢ R
n and X 2 Vect(�⇤TM). We can decompose

TRn = R�̇ � (R�̇)?
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Then it holds that

r�̇X = pr(R�̇)?

✓
dX

dt

◆

The same applies to the tangent vector along a great circle in Sn�1
⇢ R

n parametrised
by arclength. In fact, geodesics can be defined as curves � such that

r�̇ �̇ = 0.

⌅
In general it is extremely rare to find “constant” vector fields, that is vector fields

Y 2 Vect(M) such that
(rXY )p = 0 . (II.3)

for any p 2 M and all X 2 Vect(M). This is because the equation (II.3) is an
overdetermined partial di↵erential equation. On the other hand the existence and
uniqueness of the solutions of di↵erential equations imply the following:

Proposition II.12

Let M be a di↵erential manifold and � 2 M a smooth curve. Given v 2
T�(0)M , there is a unique vector field Xv

2 Vect(�⇤TM) parallel along � and
such that Xv

�(0) = v.

Definition: Parallel Transport

We can then define the parallel transport along a curve � from �(0) to �(t) as

P�,[0,t] : T�(0)M ! T�(t)M

v 7! Xv
�(t)

Because of uniqueness,

P�,[t1,t2] � P�,[t0,t1] = P�,[t0,t2] .

Vector fiels are locally di↵erential operators of first order. It is hence clear that
the composition of two di↵erential operators in general is not anymore a vector field.
This leads to the definition of the bracket [ , ] of two vector fields. If f 2 C1(M),
X, Y 2 Vect(M) and p 2M , then

[X, Y ](f)(p) := Xp(Y f)� Yp(XF ) .

If our Riemannian manifold has a Riemannian structure, one wants that an a�ne
connection is compatible with the Riemannian structure. This leads to the following:
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Definition: Riemannian Connection

Let (M, g) be a Riemannian manifold. A Riemannian connection on (M, g) is
an a�ne connection such that in addition for every X, Y 2 Vect(M)

(4) rXY �rYX = [X, Y ]

(5) Xg(Y, Y 0) = g(rXY, Y 0) + g(Y,rXY 0)

Remark. If � : I ! M is a smooth curve, then the last condition can also be
rewritten as

d

dt
g(Y, Y 0)�(t) = g(r�̇Y, Y

0)�(t) + g(Y,r�̇Y
0)�(t)

In particular if Y, Y 0 are parallel vector fields along �, then

r�̇Y = r�̇Y
0 = 0

implies that g(Y, Y 0)�(t) is constant with respect to t. Thus parallel transport pre-
serves the inner product.

Theorem II.13: Fundamental Theorem in Riemannian Geometry

Given a Riemannian manifold (M, g), there exists a unique Riemannian con-
nection called the Levi-Civita connection.

Recall that a di↵eomorphism f : M ! M induces a linear map on vector fields
via the pushforward:

(f⇤X)p = df�1(p)Xf�1(p)

which preserves the bracket

f⇤([X, Y ]) = [f⇤X, f⇤Y ] .

Lemma II.14

Let (M, g) be a Riemannian manifold with Levi-Civita connection r. Let
� : R!M be a smooth curve and Y 2 Vect(�⇤TM) a parallel vector field. If
f 2 Iso(M), then f⇤Y is a parallel vector field along f � �.

Proof. We define

D : Vect(M)⇥ Vect(M) �! Vect(M)

(X, Y ) 7! f�1
⇤ (rf⇤Xf⇤Y ) := DXY
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and show that all five properties of a Riemannian connection are satisfied. It then
follows by uniqueness that

rXY = f�1
⇤ (rf⇤Xf⇤Y ) =) f⇤(rXY ) = rf⇤Xf⇤Y.

If now X = �̇, then
f⇤(r�̇Y|{z}

=0

) = rf⇤�̇f⇤Y = 0

which means that f⇤Y is parallel along f⇤� = f � �.
While the properties (1), (2), (3) are obvious, we have to verify the last two:

(4) DXY �DYX
def
= f�1

⇤ (rf⇤Xf⇤Y )� f�1
⇤ (rf⇤Y f⇤X)

f⇤ linear
= f�1

⇤ (rf⇤Xf⇤Y �rf⇤Y f⇤X)
(4) of r
= f�1

⇤ ([f⇤X, f⇤Y ])
f⇤ Lie alg. homo.

= [X, Y ]

(5) g(DXY, Y
0) + g(Y,DXY

0)
def
= g(f�1

⇤ rf⇤XY, Y
0) + g(Y, f�1

⇤ rf⇤Xf⇤Y
0)

f2Iso(M)
= g(rf⇤Xf⇤Y, f⇤Y

0) + g(f⇤Y,rf⇤Xf⇤Y
0)

(5) of r
= (f⇤X)g(f⇤Y, f⇤Y

0)

= Xg(Y, Y 0). ⌅

Remark. Di↵(M) acts on the set of a�ne connections as follows: Let f : M ! M
be a Di↵eomorphism and r : Vect(M) ⇥ Vect(M) ! Vect(M) be a connection.
Then

D : Vect(M)⇥ Vect(M) �! Vect(M)

(X, Y ) 7! f�1
⇤ (rf⇤Xf⇤Y ) := DXY

is also an a�ne connection.
In particular, if M = G and f = Lg we say that r is left-invariant if

rXY = (Lg)
�1
⇤ (r(Lg)⇤X(Lg)⇤Y ).

II.4 Transvections and Parallel Transport

We saw in the proof of Proposition II.7 that the set of geodesic symmetries is tran-
sitive on a Riemannian globally symmetric space. In particular, we saw that if
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p, q 2 M and � : R ! M is geodesic such that �(0) = p and �(t) = q, then
q = s�(t/2) � s�(0)(p).

Definition: Transvections

The isometry T�,t := s�(t/2) � s�(0) is called transvection along �.

The first assertion of the following proposition explains the reason for this ter-
minology.

Proposition II.15

Let M be a Riemannian globally symmetric space, � : R!M a geodesic and
T�,t := s�(t/2) � s�(0) the associated transvection.

(1) For every c 2 R,

T�,t(�(c)) = �(t+ c) .

(2) The di↵erential d�(0)T�,t : T�(0)M ! T�(t)M is the parallel translation
along the geodesic �, that is, if v = X�(0) 2 T�(0)M , then d�(0)T�,tv is
the associated parallel vector field along �, i.e.

(d�(0)T�,t)(X
v)�(0) = (Xv)�(t) (II.4)

(3) The map t 7! T�,t is a one-parameter group in Iso(M)�.

(4) T�,t is independent on the parametrisation of �.

Proof. (1) Since geodesic symmetries map geodesics onto themselves changing the
orientation, the map T�,t must map the geodesic � onto itself and preserve its
orientation. If we assume that � is a unit speed parametrization, it follows that
the restriction to the geodesic �(t) has the form T�,t(�(c)) = �(c + constant).
Since T�,t(�(0)) = �(t), then T�,t(�(c)) = �(t+ c).

(2) Using the definition of T�,t and the chain rule we get from the left hand side
of (II.4)

(d�(0)T�,t)(X
v)�(0) = d�(0)(s�(t/2) � s�(0))(X

v)�(0)
= (d�(0)s�(t/2))(d�(0)s�(0))(X

v)�(0)
= (d�(0)s�(t/2)(X

v)�(0) .

To elaborate on the right hand side of (II.4) we start with the following:
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Claim: For every ` 2 R,

(s�(`))⇤X
v = �Xv . (II.5)

In fact, since s�(l) is an isometry for every l and Xv is parallel along �, then
by Lemma II.14 (s�(l))⇤Xv is a vector field parallel along s�(l) � � = �. At the
point �(l) the value of this new parallel vector field is

(s�(l))⇤(X
v)�(l) = ds�1

�(l)(�(l))
s�(l)Xs�1

�(l)(�(l))

= (d�(l)s�(l)| {z }
=�Id

)Xv
�(l)

= �(Xv)�(l)

But �Xv is also parallel along � with value �(Xv)�(l) at �(l). By uniqueness
of parallel vector fields with prescribed initial conditions we have proven the
claim.

Because of the claim with ` = t/2 and using the definition of the pushforward,
the right hand side of (II.4) becomes

(Xv)�(t) = �(s�(t/2))⇤(X
v)�(t)

= �
⇣
ds�1

�(t/2)(�(t))
s�(t/2)

⌘
(Xv)s�1

�(t/2)(�(t))

= �
�
d�(0)s�(t/2)

�
(Xv)�(0) ,

which concludes the proof.

(3) This follows from (1), (2) and from the fact that parallel transport is a one-
parameter subgroup. In fact T�,t1+t2(�(c)) = T�,t2 �T�,t1(�(c)) and furthermore

d�(t)T�,t1+t2 = P�,[c,t1+t2+c]

= P�,[c+t1,c+t1+t2] � P�,[c,c+t1]

= (d�(c+t1)T�,t2) � (d�(c)T�,t1)

= d�(c)(T�,t2 � T�,t1).

we conclude by Lemma II.2 that T�,t1+t2 = T�,t2 � T�,t1 .

(4) A unit speed reparametrisation of � is t 7! t+ a. Thus

s�(t/2+a)s�(a) = s�(t/2+a)s�(0)s�(0)s�(a)
= T�,t+2a(s�(a)s�(0))

�1

= T�,t+2a(T�,2a)
�1

= T�,t ⌅
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Definition: One-parameter Group of Transvections

The map

R! Iso(M)�

t 7! T�,t

is called a one-parameter group of transvections associated to the geodesic �.

II.5 Algebraic Point of View

We have seen that ifM is Riemannian (globally) symmetric, thenM is di↵eomorphic
to G/K, where G = Iso(M)� and K is the stabiliser of a point in M . In this section
we will deal with the natural question regarding the converse statement: namely,
which homogeneous spaces are Riemannian symmetric spaces?

Definition: Involution

A Lie group automorphism � : G! G is an involution if �2 = Id and � 6= IdG.

If � 2 Aut(G), we set G� := {g 2 G : �(g) = g}.

Proposition II.16

Let M be a Riemannian symmetric space and G := Iso(M)�. Fix a base point
o 2 M and let K = StabG(o) be the isotropy subgroup of G at o. Then the
automorphism

� : G! G

g 7! sogso

is an involution of G and
(G�)�  K  G�.

Proof. First we verify that g 7! sogso is involutive. In fact, since s2o is the identity,

�2(g) = �(�(g)) = �(sogso) = so(sogso)so = s2ogs
2
o = g .

We verify now that K  G�, that is that for every k 2 K, �(k) = sokso = k. To
see this observe first of all that

�(k)(o) = (sokso)(o) = so(k(so(o))) = so(k(o)) = so(o) = o.
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Moreover, as do�(k) : ToM ! ToM and doso = �Id , we have that

do�(k) = do(sokso) = (doso)(dok)(doso) = dok.

By the usual rigidity argument of Lemma II.2, �(k) = k, that is K  G�.
Conversely, to show that (G�)�  K, it is enough to see that K contains a

neighborhood of the identity in G�. Let V ⇢ M be an open neighborhood of
o 2 M . By continuity of the G�action on M , there exists an open neighborhood
U ⇢ G� of e such that g(o) 2 V for all g 2 U . But if g 2 U ⇢ G�, then

g = �(g) = sogso,

so that g(o) 2 V is a fixed point of so as

sog(o) = gso(o) = g(o).

Since so has only isolated fixed points, we could chose V small enough such that o
is the only fixed point of so in V , which implies that g(o) = o. Thus U ⇢ K. ⌅

Notice that one cannot say anything more precise of the relation between K and
G�, as the following examples show:

Example. (1) Let M = S2, o = e3 and G = Iso(M) = SO(3,R). We can write so
and g 2 SO(3,R) in block form as

so =

✓
�Id2 0
0 1

◆
and g =

✓
A b
c d

◆
,

so that

�(g) =

✓
�Id2 0
0 1

◆✓
A b
c d

◆✓
�Id2 0
0 1

◆
=

✓
A �b
�c d

◆
.

Thus

G� =

⇢
g 2 SO(3,R) : g =

✓
A 0
0 d

◆
with A 2 O(2,R), d = ±1, (detA)d = 1

�

has two connected components. Since S2 is simply connected and G is con-
nected, then also K is connected3, so that (G�)� = K � G� and

K =

⇢
g 2 SO(3,R) : g =

✓
A 0
0 1

◆
with A 2 SO(2,R)

�
.

3
If G is a connected topological group, H  G a closed subgroup such that G/H is simply

connected, then H is connected. In fact, let H
�
be the connected component of the identity of H.

Then G/H
� ⇣ G/H is a covering map. Moreover, since G is connected, then G/H is connected.

Since G/H is simply connected, the covering map must be the identity.
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(2) If M = P(R3) = S2/{±Id}, then G = Iso(M)� = Iso(M) = O(3,R)/{±Id}.
Since S2 ⇣ P(R3), any isometry of P(R3) lifts to an isometry of S2. If g 2

StabG([e3]) then g([e3]) = [g(e3)] = [e3], so that g =

✓
A 0
0 ±1

◆
. Thus StabG([e3]) =

(O(2,R)⇥O(1,R)) / ± Id , which has two connected components. In this case

also � : Iso(M) ! Iso(M) is �

✓
A b
c d

◆
=

✓
A �b
�c d

◆
, since it commutes with

±Id , so that G� = (O(2,R)⇥O(1,R)) /± Id . Thus (G�)� 6= K = G�.

We point out that the phenomena arising in these examples can occur only
in symmetric spaces that are compact. In fact a non-compact symmetric space
is contractible and hence in particular simply connected. As a consequence the
covering map G/K� ⇣ G/K must be the identity and hence K must be connected.

Definition: Riemannian Symmetric Pair

Let G be a connected Lie group and K  G a closed subgroup. The pair
(G,K) is called a Riemannian symmetric pair if:

(1) AdG(K) is a compact subgroup of GL(g), and

(2) There exists an involutive automorphism � 2 Aut(G) of G such that

(G�)�  K  G� .

Remark. Proposition II.16 shows that a Riemannian symmetric space yields a
Riemannian symmetric pair. It makes sense to give then the following definition:

Definition: Riemannian Symmetric Pair associated to (M, o)

Let M be a Riemannian (globally) symmetric space, G = Iso(M)� and K  G
the isotropy subgroup of a point o 2M . Then (G,K) is called the Rieman-
nian symmetric pair associated to (M, o).

The following theorem answers in particular the question at the beginning(o)f
this section.
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Theorem II.17

Let (G,K) be a Riemannian symmetric pair with an involutive automorphism
� of G. Then G/K is a Riemannian symmetric space with respect to any G-
invariant Riemannian metric.
If ⇡ : G! G/K denotes the natural projection, so the geodesic symmetry at
o = ⇡(K) = eK 2 G/K, is defined by the equation

so � ⇡ = ⇡ � � . (II.6)

Corollary II.18

The geodesic symmetry so is independent of the choice of the G-invariant
Riemannian metric on M .

Remark. Recall that ker(Ad) = Z(G) and

K�K \ Z(G)
⇠=
�! AdG(K)  GL(g)

so that, loosely speaking, “the hypotheses is a bit less rigid than K being compact
as the center might compensate for some non-compactness.”

Example. LetG := ^SL(2,R) be the universal covering(o)f SL(2,R), and let � : SL(2,R)!
SL(2,R) be defined by �(g) := tg�1. Let then �̃ : G! G be the unique lift of � and
p : G ⇣ SL(2,R) be the covering map. Then

G�̃ = p�1(SO(2,R)) ⇠= R

is not compact but

AdG(G
�) ⇠= SL(2,R)

�
±Id

is compact.

Before we prove Theorem II.17, we have a look at some examples of Riemannian
symmetric pairs:

Example. (1) G < GL(n,R) closed under transposition (e.g. SL(n,R), Sp(2n,R)
of SO(p, q)�). Let � 2 Aut(G) be

�(g) = tg�1

If G is not a subgroup of O(n,R), then � is an involution, G� = G \ O(n,R)
and G� is connected such that (G,G�) is a Riemannian symmetric pair.
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(2) Let G < GL(n,C) be a closed connected subgroup which is invariant under
g

�
7! g⇤ = tḡ. If G is not a subgroup of the unitary group U(n), then � is an

involution, G� = G\U(n) is connected and (G,G�) is a Riemannian symmetric
pair. One could take for instanceG = SL(n,C),GL(n,C), Sp(2n,C), SO(n,C).

(3) Take G = SO(n,R), Rn = R
p
�R

q and r 2 SO(n,R) such that r|Rp = Idp and
r|Rq = �Id q:

r =

✓
Idp 0
0 �Id q

◆

Then

G� =

⇢✓
A 0
0 B

◆
: A 2 O(p), B 2 O(q), det(A) det(B) = 1

�

has two connected components and K = (G�)� or K = G�. For example if
p = 1

• K = (G�)� =) G/K ⇠= SO(n)/K ⇠= Sn�1

• K = G� =) G/K = P(Rn)

(4) The argument works similar for U(n).

We start the proof of Theorem II.17 with two lemmata that are g(o)od to em-
phasise.

Lemma II.19: Cartan decomposition

Let (G,K) be a Riemannian symmetric pair with an involutive automorphism
�, and let g and k denote the Lie algebras of G and K respectively. Then

(1) k = {X 2 g : de�X = X}, and

(2) if p := {X 2 g : de�X = �X}, then g = k� p.

Proof. (1) By definition of symmetric pair dim(G�)� = dimK = dim(G�) so that,
if k is the Lie algebra of K,

k =Lie(G�)

={X 2 g : exp tX 2 G� for all t 2 R}

={X 2 g : �(exp tX) = exp tX for all t 2 R}

(A.1)
= ={X 2 g : exp(de�(tX)) = exp(tX), for all t 2 R}

={X 2 g : de�X = X} .
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In fact, since (de�)2 = Id , de� is diag(o)nalizable with eigenvalues ±1. If
X 2 g is an eigenvector with eigenvalue �1, then X /2 Lie(G�) as it would
otherwise contradict that the Lie group exponential is a local di↵eomorphism
(Proposition A.3)3)).

(2) We write

X =
1

2
(X + de�X) +

1

2
(X � de�X)

and since (de�)2 = Id , then 1
2(X + de�X) 2 k and 1

2(X � de�X) 2 p. ⌅

Lemma II.20

Let (G,K) be a Riemannian symmetric pair with an involutive automorphism
�, and let p := {X 2 g : de�X = �X}. Then p is AdG(K)-invariant.

Proof. Notice first that

� � ck(g) = �(kgk�1)
�2Aut(G)

= �(k)�(g)�(k)�1

K⇢G�

= k�(g)k�1

= ck � �(g)

and that by di↵erentiation at the identity we get

(de�)(deck) = de(� � ck) = de(ck � �) = (deck)(de�).

As AdG(k) = deck we can rewrite this as

de� � AdG(k) = AdG(k) � de�.

Now if X 2 p, we have de�(X) = �X and we conclude that

de�(AdG(k)X) = AdG(k)(de�X) = AdG(k)(�X) = �AdG(k)(X).

that is,
AdG(k)X 2 p ⌅

Proof of Theorem II.17. First of all, the diagram

G
ck

//

⇡
✏✏

G

⇡
✏✏

G�K
k
//

G�K
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commutes and it follows by di↵erentiation that

g
AdG(k)

//

de⇡
✏✏

g

de⇡
✏✏

To

⇣
G�K

⌘
dok
// To

⇣
G�K

⌘

commutes as well, that is

de⇡ � AdG(k) = dok � de⇡.

Moreover, the di↵erential de⇡ : g ! To(G/K) is surjective (as ⇡ is surjective)
and has kernel ker de⇡ = k, so that we get the following commuting diagram

p
AdG(k)

//

de⇡
✏✏

p

de⇡
✏✏

To

⇣
G�K

⌘
dok
// To

⇣
G�K

⌘

and
p ⇠= To

⇣
G�K

⌘

not only as vector spaces, but also as K-spaces where the action of K on p is via
AdG on To(G/K) is given by dok.

Since AdG(K) is a compact subgroup of GL(g), there exists a positive definite
inner product B on p and, actually, any positive definite inner product can be made
AdG(K) invariant. In fact, if B0 : p⇥ p! R is a positive definite inner product on
p and µ is the Haar measure on AdG(K), then for X, Y 2 p the inner product

B(X, Y ) :=

Z

AdG(K)

B0(k⇤X, k⇤Y ) dµ(k)

is obviously AdG(K)-invariant and can be proven to be non-zero.
We set now

Qo : To

⇣
G�K

⌘
⇥ To

⇣
G�K

⌘
�! R

(Xo, Yo) 7! Qo(X, Y ) := B(de⇡
�1Xo, de⇡

�1Yo)

which is now a K-invariant inner product on To(G/K) and we extend it to Tp(G/K)
by pulling back Xp, Yp 2 Tp(G/K), to dog�1Xp, dog�1Yp 2 To(G/K), where g(o) = p
with g 2 G. Thus

Qp(Xp, Xp) := Qo(dog
�1Xp, dog

�1Yp) , (II.7)
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Notice that this is well defined since Qp is K-invariant. In fact, if g(o) = p = h(o),
then h�1g 2 K, so that

Qo(dog
�1Xp, dog

�1Yp) = Qo(do(h
�1g)dog

�1Xp, do(h
�1g)dog

�1Yp)

= Qo(doh
�1Xp, doh

�1Yp) .

This gives a G-invariant Riemannian metric on G/K.

We need to define now the geodesic symmetries. We start with so. Once we’ll
have defined this, if g(o) = p as above, then so = g � so � g�1 will give the geodesic
symmetry at any other point.

We define so as a map that satisfies the relation

so � ⇡ = ⇡ � � (II.8)

that is

so = ⇡ � � � ⇡�1 .

It is easy to see that so is well-defined. In fact, since K  G�, then

so(x) = ⇡(�(⇡�1(x))) = ⇡(�(xk)) = ⇡(�(x)�(k)) = ⇡(�(x)k) = ⇡(�(x)) .

We see now that s2o = Id . In fact, by applying(o)nce more so on the left of (II.8),
we obtain

so � (so � ⇡) = so � (⇡ � �) = (so � ⇡) � � = (⇡ � �) � � = ⇡ � (�)2 = ⇡ ,

so that (so)2 = Id as ⇡ is surjective.
Now we show that dpsp = �Id . The commutativity of the diagram

G �
//

⇡
✏✏

G

⇡
✏✏

G�K
so
//

G�K

implies by di↵erentiation that also

p
de�

//

de⇡
✏✏

p

de⇡
✏✏

To

⇣
G�K

⌘
doso

// To

⇣
G�K

⌘

commutes. Thus if X 2 p,

doso(de⇡(X)) = de⇡(de�(X)) = �de⇡(X) ,
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that is doso = �Id . Writing p = (g)o and recalling that sg(o) = gsog�1 we see that
also

dg(o)sg(o) = dg(o)(gsog
�1)

= (dog) (doso)| {z }
=�Id

(dg(o)g
�1)

= �(dog)(dg(o)g
�1)

= �Id

We will use this to that sp is an isometry, that is it preserves any G-invariant
Riemannian metric Q

Qp(Xp, Yp) = Qso(p)((dpso)Xp, (dpso)Yp) for all p 2M, 8Xp, Yp 2 TpM

Before doing this, we have to gather some more information. Namely, we will
see that the geodesic symmetry at o intertwines the isometry g and its image under
�. In other words, applying twice the formula (II.6) defining the geodesic symmetry
so, we obtain that for x 2 G

so � g(xK) = so � ⇡(gx)
(II.6)
= ⇡ � �(gx)

= �(gx)K

= �(g)�(x)K

= �(g)(⇡ � �)(x)
(II.6)
= �(g)(so � ⇡)(x)

= �(g) � so(xK) ,

that is

so � g = �(g) � so . (II.9)

Now

Qso(p)((dpso)Xp, (dpso)Yp) = Qso(g(o))((dg(o)so)(dog)Xo, (dg(o)so)(dog)Yo)

= Qso(g(o))((do(so � g)Xo, (do(so � g)Yo)
(II.9)
= Q�(g)(o)((do(�(g) � so)Xo, (do(�(g) � so)Yo)

= Q�(g)(o)(do�(g) dosoXo| {z }
=�Xo

, do�(g) dosoYo| {z }
=�Yo

)

= Q�(g)(o)(do�(g)Xo, do�(g)Yo)
�(g)2G
= Qo(Xo, Yo)

= Qo(dog
�1Xp, dog

�1Yp)

= Qp(Xp, Yp) .
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Hence so is an isometry. ⌅

Remark. Let M be a Riemannian symmetric space and (G,K) the associated
Riemannian symmetric pair with regard to an involution � 2 Aut(G). We will
prove that � is unique.

Let �i, i = 1, 2, be two involutions of G such that

(G�i)�  K  G�i for i = 1, 2.

Then
⇡ � �1 = so � ⇡ = ⇡ � �2

and thus

�1(h)(o) = �2(h)(o) for all h 2 G. (II.10)

We still need to see that

�1(h)(p) = �2(h)(p) 8h 2 G, 8p 2M.

Let thus g 2 G be such that g(o) = p and let g0 be such that �1(g0) = g. Then

�1(h)(p) = �1(h)�1(g
0)(o)

= �1(hg
0)(o)

(II.10)
= �2(hg

0)(o)

= �2(h)�2(g
0)(o)

= �2(h)(p)

showing uniqueness.

The uniqueness of the involutive automorphism of a Riemannian symmetric pair
allows us to give the following definition:

Definition: Cartan Involution

If (G,K) is a Riemannian symmetric pair with involution �, the Cartan
involution is defined as

⇥ := de� : g! g.

The corresponding eigenspace decomposition g = k � p is called the Cartan
decomposition of g with respect to ⇥.

Remark. We saw in Lemma II.19 that such a decomposition exists and now we
also know that it is unique.
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Proposition II.21

Let g = k � p be the Cartan decomposition of g with respect to the Cartan
involution ⇥. Then

[k, k] ⇢ k , [k, p] ⇢ p , [p, p] ⇢ k .

In particular k ⇢ g is a Lie subalgebra, while p ⇢ g is only a subvector space.

Proof. Let X, Y 2 g be eigenvectors with eigenvalues �, µ 2 {±1} respectively.
Then

⇥[X, Y ] = [⇥X,⇥Y ] = [�X,µY ] = �µ[X, Y ] ,

that is [X, Y ] belongs to the eigenspace of ⇥ with eigenvalue �µ. ⌅

II.6 Exponential Maps and Geodesics

Let (G,K) be a Riemannian symmetric pair associated to a a Riemannian symmetric
space M with base point o 2 M . By the last Remark, there is a unique involution
� and hence the Cartan decomposition of g is unique. Let ⇡ : G ! M be the
projection map o 7! g(o), let exp: g ! G be the Lie group exponential map and
Expo : ToM !M the Riemannian exponential map.

The following theorem gives the relation between the two exponential maps,
namely:

Theorem II.22

The following diagram

p
de⇡
//

exp
✏✏

ToM

Expo
✏✏

G ⇡
//M

commutes, that is ⇡(exp(X)) = Expp(de⇡(X)) for any X 2 p.
In particular, if X 2 p, then

t 7! (exp(tX))⇤o 2M

is the geodesic through o 2M at t = 0 with tangent vector de⇡(X) 2 To(M).
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Proof. If X 2 p, let �(t) := Expo(tde⇡(X)) the geodesic in M through o at t = 0
and with tangent vector de⇡(X) 2 ToM . Let T�,t be the transvection along �:

T�,t := s�(t/2) � s�(0) = s�(t/2) � so

Since T�,t is a one-parameter subgroup in G, there exists Y 2 g such that T�,t =
exp(tY ) 2 G. So we have two geodesics which both g(o) through o at t = 0. Since
moreover

⇡(exp(tY )) = ⇡(T�,t)

= ⇡(s�(t/2) � s�(0))

= s�(t/2) � s�(0)(o)

= s�(t/2)�(0)

= �(t)

= Expo(tde⇡(X))

we are only left to show that X = Y .
To do this, we evaluate the derivative at t = 0. By definition, the tangent vector

at t = 0 to �(t) is de⇡(X). From

d

dt

����
t=0

⇡(exp(tY )) = de⇡
d

dt

����
t=0

exp(tY ) = de⇡(Y )

it follows thus that
de⇡(X) = de⇡(Y ).

To conclude that X = Y we show that Y 2 p where de⇡ is an isomorphism. To see
this we will show that de�(Y ) = �Y . Using that �(g) = s�(0)gs�(0) we have

exp(tde�(Y )) = exp(de�(tY ))

= �(exp(tY ))

= s�(0) exp(tY )s�(0)
= s�(0)T�,ts�(0)
= s�(0)s�(t/2) s�(0)s�(0)| {z }

=Id

= s�1
�(0)s

�1
�(t/2)

= (s�(t/2)s�(0))
�1

= (T�,t)
�1

= T�,�t

= exp(�tY ). ⌅
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The above theorem shows, in particular, that the Riemannian exponential map
Exp: TM !M does not depend on its Riemannian metric and gives a formula for
the geodesics in M .

We are now interested in finding a formula for the derivative of the Riemannian
exponential map at a point X 2 p, a formula that we will use both in computing the
curvature tensor in § II.11 and in characterizing the totally geodesic submanifolds
of a Riemannian symmetric space in § II.7.

Theorem II.23

Let G be a Lie group with Lie algebra g and let exp: g ! G the Lie group
exponential map. By identifying TXg ⇠= g, we have that

dX exp: TXg ⇠= g! Texp(X)G

is given by

dX exp = deLexpX �

1X

n=0

(adn
g X)

(n+ 1)!
(II.11)

Let M = G/K be a symmetric space, o 2 M a base point with K = StabG(o)
and ⇡ : G ! G/K. Recall that de⇡ : p ! To(G/K) is an isomorphism and we can
define Exp � de⇡ : p! To(G/K)! G/K. Then we have:

Corollary II.24

The di↵erential

dX(Exp � de⇡) : TXp ⇠= p! T(Exp(X)�de(X))(o)M

of the Riemannian exponential map

Expo � de⇡ : p! G/K

is given by

dX(Expo � de⇡) = doLexpX �

1X

n=0

(TX)n

(2n+ 1)!
, (II.12)

where TX = (adgX)2 for X 2 p.
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Proof. We recall that the diagram

G

Lg

✏✏

⇡
//

G�K

Lg

✏✏

G ⇡
//

G�K

commutes, so that

⇡ � LexpX = LexpX � ⇡ . (II.13)

In Theorem II.22 we have proven that for anyX 2 p, ⇡�exp(X)|p = Expe �de⇡X|p,

so that, if we set L(X) :=
P1

n=0
(� adg X)n

(n+1)! ,

dX(Exp0 � de⇡X|p) =dX(⇡ � exp(X)|p)

=(dexpX⇡) � dX(exp |p)

=(dexpX⇡) � dX(exp)|p
=(dexpX⇡) � deLexpX � L(X)

=de(⇡ � LexpX) � L(X)|p
=de(LexpX � ⇡) � L(X)|p
=(doLexpX) � (de⇡) � L(X)|p

where we used in the fourth equality Theorem II.23 and in the sixth one (II.13).
Now observe that, because of Proposition II.21, if Y 2 p,

adg(X)n(Y ) 2

(
k if n is odd

p if n is even,

so that

de⇡ � adg(X)n(Y )

(
= 0 if n is odd

= adg(X)n(Y ) if n is even.

Thus

de⇡ � L(X)|p = de �

1X

n=0

(� adgX)n

(n+ 1)!

�����
p

=
1X

n=0

(adgX)2n

(2n+ 1)!
,

which completes the proof. ⌅
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II.7 Totally Geodesic Submanifolds

Definition: Totally Geodesic Submanifolds

Let N ⇢M be a submanifold of a Riemannian manifold (M, g). We say that
N is geodesic at p 2 N if for every v 2 TpN the M -geodesic through p with
tangent vector v is all contained in N .
We say that N is totally geodesic if it is geodesic at every point.

Remark. If (M, g) is a Riemannian manifold and N ⇢M a submanifold, then g|N
is a Riemannian metric on N . A priori, if p, q 2 N , then

dM(p, q)  dN(p, q)

where dM , dN are the distances induced by the metrics g and g|N respectively.

Fact. Assume N ⇢M totally geodesic. Then

(1) the inclusion (N, dN) ,! (M, dM) is locally distance preserving and

(2) every N -geodesic is an M -geodesic and every M -geodesic contained in N is
an N -geodesic.

Example. (1) In R
n all linear subspaces and their translates are totally geodesic.

S2
⇢ R

3 however is not.

(2) In Sn the totally geodesic subspaces are the intersection of Sn with a linear
subspace of Rn+1.

(3) (Cartan) Let M be a Riemannian manifold such that for any p 2M and every
2-dimensional plane P ⇢ TpM , there exists a totally geodesic submanifold
through p which is tangent to P . Then M has constant curvature.

Theorem II.25

Let (M, g) be a Riemannian manifold and N ⇢ M a connected submanifold.
Then N is totally geodesic if and only if the parallel transport with respect
to g along curves in N preserves the tangent spaces (i.e. parallel transport
preserves {TpN : p 2 N}).

Example. (Being totally geodesic is a local property)

T
n = E

n
�
Z

n ⇡ : En
! T

n

If P ⇢ E
n is a k-dimensional subspace, k < n, then ⇡(P ) is a totally geodesic

submanifold of Tn. However, P can be chosen is such a way that ⇡(P ) is dense in
T

n (e.g. n = 2 and P the irrational line).
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Definition: Lie Triple System

A subspace n of a Lie algebra g is a Lie triple system if [[X, Y ], Z] 2 n for
all X, Y, Z 2 n.

Example. p ⇢ g since [p, p] ⇢ k and [p, k] ⇢ p.

Lie triple systems correspond to totally geodesic submanifolds in the following
sense:

Theorem II.26

Let M = G/K be a Riemannian symmetric space with o 2 M a base point,
K = Stabo(G) where G = Iso(M)�. Let g = k � p be the Cartan decomposi-
tion.

(1) If n ⇢ p is a Lie triple system, thenN := (Expo �de⇡)(n) ⇢M is a totally
geodesic submanifold through o 2M and such that ToN = de⇡(n).

(2) If N ⇢M is a totally geodesic submanifold through o, then
n := (de⇡)�1(ToN) is a Lie triple system.

Remark. If N ⇢M is a totally geodesic submanifold, let p 2 N and g 2 G be such
that g(o) = p. Then L�1

g (N) is a totally geodesic submanifold through o to which
one can apply the theorem.

Lemma II.27

If n ⇢ g is a Lie triple system, then

• [n, n] is a subalgebra and

• n+ [n, n] is a subalgebra.

Proof. If X, Y, Z,W 2 n, then, the Jacobi identity applied to [X, Y ], Z and W reads

0 = [[X, Y ], [Z,W ]] + [[Y, [Z,W ]], X] + [[[Z,W ], X], Y ] ,

where [Y, [Z,W ]], [[Z,W ], X] 2 n. Hence

[[X, Y ], [Z,W ]] = �[[Y, [Z,W ]], X]� [[[Z,W ], X], Y ] 2 [n, n] .

It follows that

[n+ [n, n], n+ [n, n]] ⇢ [n, n] + [n, [n, n]] + [[n, n], [n, n]]

⇢ n+ [n, n]. ⌅
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Proof of Theorem II.26. (1) Let n ⇢ p be a Lie triple system. By the lemma,
n + [n, n] ⇢ g is a subalgebra and g = Lie(G). Let now G0 < G be the
connected Lie subgroup such that

Lie(G0) = n+ [n, n] := g0.

Let then

G0
!M

g0 7! g0⇤o

and let K 0 = StabG0(p0). Then K 0 < G0 is closed since the inclusion G0 ,! G
is continuous. Thus we can give M 0 = G0

· o the topology and di↵erential
structure of G0/K 0. It follows that M 0 is a submanifold of M and o 2M 0

⇢M
is a base point.

We claim now that ToM 0 = de⇡(n). Since M 0 = G0/K 0 and Lie(G0) = g0 =
n + [n, n] it is enough to see that Lie(K 0) = [n, n]. In fact, K 0 = K \ G0 and
thus

Lie(K 0) = k \ (n+ [n, n]) = [n, n]

since n ⇢ p (and hence k\ n = (0)) and [n, n] ⇢ k (since [p, p] ⇢ k). So given a
Lie triple system n, we found a submanifold M 0

⇢ M whose tangent space is
the Lie triple system. We are left to show that M 0 is totally geodesic.

Let X 2 n, v := (de⇡)(X) 2 ToM 0. The M -geodesic through o with tangent
vector v is

t 7! exp(tX)⇤(o) = Expo(tv).

But 8t 2 R, tX 2 n and thus exp(tX) 2 G0 which implies exp(tX)⇤ · o 2 M 0

and hence that M 0 is totally geodesic.

(2) We want to show that if N ⇢ M is totally geodesic, then n := (de⇡)�1ToN is
a Lie triple system.

Claim: If X, Y 2 n, then TX(Y ) 2 n.

Using this we want to show that if X, Y, Z 2 n, then [[X, Y ], Z] 2 n. In
particular we observe

TY+Z(X) = adg(Y + Z)(adg(Y + Z)(X))

=[Y + Z, [Y + Z,X]]

=[Y + Z, [Y,X] + [Z,X]]

=[Y, [Y,X]] + [Y, [Z,X]] + [Z, [Y,X]] + [Z, [Z,X]]

=TY (X) + TZ(X) + [Y, [Z,X]] + [Z, [Y,X]] ,
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so that

[Y, [Z,X]] + [Z, [Y,X]] = TY+Z(X)� TY (X)� TZ(X) 2 n .

By the Jacobi identity

n 3 [Y, [Z,X]] + [Z, [Y,X]] =[Y, [Z,X]] + [[Z, Y ], X] + [Y, [Z,X]]

=2[Y, [Z,X]] + [[Z, Y,X]]

=2[Y, [Z,X]] + [X, [Y, Z]]

(II.14)

and, exchanging the roles of X and Y ,

2[X, [Z, Y ]] + [Y, [X,Z]] 2 n . (II.15)

Hence it follows from (II.14) and (II.15), and using twice the Jacobi identity,
that

n 32[Y, [Z,X]] + [X, [Y, Z]]� (2[X, [Z, Y ]] + [Y, [X,Z]])

=2[X, [Z, Y ]] + 2[Z, [Y,X]] + [X, [Y, Z]]� (2[X, [Z, Y ]] + [Y, [X,Z]])

=3[Y, [Z,X]] + 3[X, [Y, Z]]

=3[Z, [Y,X]] ,

that is n is a Lie triple system.

Proof of Claim: Take X 2 n = (de⇡)�1ToN . Then we clearly have de⇡(X) 2
ToN and

(exp(tX))⇤o = (Expo de⇡(X))

is an M -geodesic through o such that the tangent vector at o is de⇡(X) 2 ToN .
As N is totally geodesic,

t 7! Expo �de⇡(X) 2 N 8t 2 R.

Now
n

de⇡
�! ToN

Expo
�! N

and thus
dtX(Expo �de⇡) : TtXn ⇠= n! T(Expo �de⇡)(tX)N

It follows from Corollary II.24 that 8Y 2 n,

dtX(Expo �de⇡)(Y ) = doLexp tX � de⇡

 1X

n=0

(TtX)n(Y )

(2n+ 1)!

!
.
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Applying the inverse of doLexp(tX) to both sides we get

(doLexp(tX))
�1 dX(Expo �de⇡)(Y )| {z }

2T(Expo �de⇡)(tX)

= de⇡

 1X

n=0

(TtX)n(Y )

(2n+ 1)!

!

and we therefore want to see that

de⇡

 1X

n=0

(TtX)n(Y )

(2n+ 1)!

!
2 ToN

By Theorem II.22 the curve t 7! exp(tX) is a geodesic and T�,t = exp(tX).
It follows then from Proposition II.15 that dT�,t : T�(0) ! T�(t) is the parallel
transport along �. Therefore, do(Lexp(tX))�1 is the parallel transport along
t 7! exp(tX). Since N is totally geodesic, this geodesic is completely contained
in N and parallel transport preserves {TpN : p 2 N}:

1X

n=0

T n
tX(Y )

(2n+ 1)!
2 n

We write

�(t) : =
1X

n=0

T n
tX(Y )

(2n+ 1)!

=
1X

n=0

adg(tX)2n(Y )

(2n+ 1)!

= t2
adg(X)2(Y )

3!
+ t4(...)

and

�00(t)

����
t=0

=
1

3
(adg(X))2(Y ) =

1

3
TX(Y ) 2 n

which concludes the proof.
⌅

Remark. Take n ⇢ g a Lie triple system with totally geodesic submanifold N =
Exp(n) through o. Then g0 = n + [n, n] is a subalgebra of g with associated Lie
subgroup G0 < G. Set K 0 := K \ G0 and let ⇥ := de� be the Cartan involution.
Note that

⇥X = �X 8X 2 n ⇢ p

and that moreover
⇥([n, n]) = [⇥(n),⇥(n)] ⇢ [n, n]
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implies
⇥(g0) = g0 and �(G0) ⇢ G0.

Let now �0 := �|G0 be an involution of G0. We want to show that

((G0)�
0
)� ⇢ K 0

⇢ (G0)�
0
.

It so, then (G0, K 0) is a Riemannian symmetric pair associated to N , which is there-
fore a Riemannian symmetric space N ⇠= G0/K 0.

Note now that

K 0 = K \G0
⇢ (G�) \G0

⇢ (G0)�
0

K 0 = K \G0
� (G�)� \G0

but (G�)� \G0 is an open subgroup of G0 and thus

(G�)� \G0
� ((G0)�

0
)�

II.8 Example: Riemannian Symmetric Pair
(SL(n,R), SO(n,R))

Let us consider

G = SL(n,R) = {g 2Mn⇥n(R) : det g = 1} .

We consider the involutive automorphism � : G! G, defined by g 7! (gt)�1. Then

G� = {g 2 G : (gt)�1 = g} = {g 2 G : gtg = e} = SO(n) =: K .

SO(n,R) is compact, thus (SL(n,R), SO(n,R)) is a Riemannian symmetric pair.
The Lie algebra g = Lie(G) = sl(n,R) consists of all (n⇥n)-matrices with trace

0 and entries in R and the exponential map exp: sl(n,R)! SL(n,R) is the matrix
exponential

exp(X) =
1X

n=0

Xn

n!
.

It follows that
exp
�
X t
�
= (exp(X))t

and thus also that
�(exp(tX)) = exp

�
�tX t

�
.

It is then immediate that the Cartan involution ⇥ : sg(n,R)! sg(n,R) is given by

⇥(X) =
d

dt

����
t=0

exp
�
�tX t

�
= �X t
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By noting that

k = {X 2 sl(n,R) : ⇥X = X}

=
�
X 2 sl(n,R) : �X t = X

 

p =
�
X 2 sl(n,R) : X t = X

 

the Cartan decomposition is given

X =
1

2
(X �X t)
| {z }

2k

+
1

2
(X +X t)
| {z }

2p

,

that is, the decomposition of X into its antisymmetric and symmetric part.
We then want an AdG(K)-invariant inner product on p. For this we recall that

AdG : G! GL(g) is conjugation since G < GL(n,R)

AdG(g)(X) = gXg�1.

We then start by defining

Mn⇥n(R)⇥Mn⇥n(R)! R

(A,B) 7! Tr
�
AtB

�

which is clearly AdG(O(n,R))-invariant and on p actually reduces to

(A,B) 7! Tr(AB).

Consider the model

P
0(n) =

�
S 2Mn⇥n(R) : S

t = S, detS = 1, S � 0
 

for SL(n,R)/ SO(n,R) where SL(n,R) acts on P
0(n) via

g⇤S := gStg.

Notation. Take 2 P
0(n) as base point. We proved that

(Exp �de⇡)(X) = (expX)⇤

and we thus write
Exp := Exp �de⇡

that is,

p T P
0(n) P

0(n)

Exp

de⇡ Exp
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Fact. Exp: p ! P
0(n) is a di↵eomorphism and if we consider Exp(0),Exp(X) 2

P
0(n), then there exists a unique geodesic between those two points (t 7! Exp(tX))

and this geodesic is length minimizing

d(Exp(X),Exp(0)) = kXk.

Let now X 2 p and note that

Exp(X) = (expX)⇤
= exp(X) exp(tX)

= exp(2X)

and

exp(�X)⇤ Exp(X) = exp(�X) Exp(X) exp(�X)

= exp(�X) exp(2X) exp(�X)

= 2 P
0(n).

Let also

a =
n
diag(x1, ..., xn) :

X
xi = 0

o

such that a ⇢ p since at = a and [a, a] = 0. It follows that a is a Lie triple system
and thus also that

F = Exp(a) =
n
diag(x1, ..., xn) :

Y
xi = 1

o

is a totally geodesic submanifold.
We compute the distance in F . Take X1, X2 2 a and Exp(X1),Exp(X2) 2 F .

Then

d(Exp(X1),Exp(X2)) = d(exp(�X2)⇤ Exp(X1), )

= d(exp(�X2) exp(2X1) exp(�X2), )
[X1,X2]=0

= d(exp(2X1 � 2X2), )
Fact
= kX1 �X2k

We have thus shown that Exp: a ! F is an isometry. We call F a flat and note
that dim(F ) = n � 1. More generally we will see that sl(n,R) contains a maximal
abelian subalgebra that is diag(o)nalizable (= a) and we will call the dimension the
rank.
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II.9 Decomposition of Symmetric Spaces

II.9.1 orthogonal Symmetric Lie Algebras

We have seen that a globally symmetric space M together with the choice of a base
point o 2M gives rise to a pair (g,⇥), where g is the Lie algebra of (the connected
component of) the group of isometries of M and ⇥ is the Cartan involution, that
is the di↵erential ⇥ = de� of the involutive automorphism � of G induced by the
geodesic symmetry at o.

Recall. The Killing Form of a Lie algebra g is a bilinear symmetric form

Bg : g⇥ g! K = field of definition of g

(X, Y ) 7! Tr(adg(X) adg(Y ))

Recall also the following properties of the Killing form:

(1) If ↵ 2 Aut(g), then

Bg(↵(X),↵(Y )) = Bg(X, Y ) 8X, Y 2 g

(2) If D 2 Der(g) is a derivation, that is, D satisfies

D[X, Y ] = [DX, Y ] + [X,DY ]

then we have that
Bg(DX, Y ) + Bg(X,DY ) = 0.

In particular, if Z 2 g, then adg(Z) 2 Der(g) and hence

Bg(adg(Z)(X), Y ) + Bg(X, adg(Z)(Y )) = 0

Properties of (g,⇥) related to a Riemannian symmetric pair (G,K).

(1) ⇥ is an involution of g and Lie(K) = k is the eigenspace with eigenvalue 1.

(2) adg = deAdG and since K is compact, AdG(K) < GL(g) is a compact subgroup.
Moreover, Lie(AdG(K)) = adg(k).

Definition: Compactly Embedded

Let g be a Lie algebra. We say that a subalgebra u ⇢ g is compactly embedded
if adg(u) ⇢ gl(g) is the Lie algebra of a compact subgroup U < GL(g).
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Remark. We would like to say that U = AdG(K), K < G compact and K ⇠= U
but K might have a center

U = AdG(K)
�Z(G) \K

Fact. Any such group U is a subgroup of Aut(g).
Proof: By naturality of the adjoint representation we have for all t 2 R, X 2 g

AdG(exp(tX)) = exp(adg(tX)).

But AdG(g) = decg which implies that AdG(g) 2 Aut(g) for every g 2 G. It follows
that

Lie(U) = adg(u) ⇢ Lie(Aut(g))

and thus that U� < Aut(g). Since U is connected, this implies that U ⇢ Aut(g)
which concludes the proof.

Definition: (E↵ective) orthogonal Symmetric Lie Algebra

(1) An orthogonal symmetric Lie algebra (OSLA) is a pair (g,⇥),
where g is a Lie algebra over R and ⇥ 2 Aut(g) is an involutive auto-
morphism of g such that its set of fixed points u := {X 2 g : ⇥X = X}

is a compactly embedded subalgebra of g.

(2) The orthogonal symmetric Lie agebra (g,⇥) is e↵ective if g \ z = {0},
where z ⇢ g is the center of g.

Remark. We note that since ⇥ is an involution (⇥2 = Id) it can only have the
eigenvalues ±1. We write

u = {X 2 g : ⇥X = X}

e = {X 2 g : ⇥X = �X}

for the corresponding eigenspaces.

The prominent example of e↵ective orthogonal symmetric Lie algebra is the pair
(g,⇥) coming from a globally Riemannian symmetric space (see Theorem II.11 ).

Lemma II.28

(1) The decomposition g = u � e is orthogonal with respect to the Killing
form Bg.

(2) If g is e↵ective, Bg

��
u⇥u

is negative definite.
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Proof. (1) Let X 2 u and Y 2 e be arbitrary, so that, by definition, ⇥X = X and
⇥Y = �Y . Moreover, since ⇥ is a Lie algebra automorphism,

Bg(X, Y ) = Bg(⇥X,⇥Y ) = Bg(X,�Y ) ,

which implies that Bg(X, Y ) = 0.

(2) Let h, i be an inner product on g that is U -invariant. Therefore U ⇢ O(g, h·, ·i)
and Lie(U) = adg(u) ⇢ o(g, h·, ·i), that is, elements in adg(u) are skew-symmetric
with regard to h·, ·i. Thus if X 2 u and {e1, ..., en} is a basis of g, then

Bg(X,X) = Tr
�
adg(X)2

�

=
nX

j=0

hadg(X)2ej, eji

= �
nX

j=1

hadg(X)ej, adg(X)eji

= �
nX

j=1

kadg(X)ejk
2

 0

where we have equality if and only if adg(X) = 0, that is X 2 u \ z(g) = (0).
⌅

Definition: Compact, Non-compact and Euclidean Type

Let (g,⇥) be an e↵ective orthogonal symmetric Lie algebra with Killing form
Bg, and let g = u � e be the decomposition of g into the eigenspaces of ⇥
corresponding respectively to the +1 and the �1 eigenvalue.

(1) (g,⇥) is of compact type if Bg is negative definite.

(2) (g,⇥) is of non-compact type if Bg

��
e
is positive definite.

(3) (g,⇥) is of Euclidean type if e is an abelian ideal.

Recall. (1) The Killing form Bg restricted to u is negative definite, since u is com-
pactly embedded.

(2) A Lie algebra g is simple if

• g is not abelian and

• g contains no non-trivial ideals.
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(3) A Lie algebra g is semisimple if it is the direct sum of simple ideals:

g =
�
o)plusjgj.

Recall also that g is semisimple if and only if Bg is non-degenerate.

Remark. In cases (1) and (2) of the Definition, g is semisimple.
Moreover, (g,⇥) is of Euclidean type if and only if [e, e] = 0.

The following will be needed for the proof of Theorem II.41. A proof is given in
Marcs Notes Chapter IV, part 1.

Proposition II.29

If g is semisimple, then
Der(g) = ad(g).

In other words, every derivation of g is inner.

We say that a pair (G,U) is associated with an orthogonal symmetric Lie algebra
(g,⇥), if G is a connected Lie group with Lie algebra g, and U is a Lie subgroup
of G with Lie algebra u. So one can define the type of a pair (G,U), according to
the type of the e↵ective orthogonal Lie algebra to which it is associated. Similarly,
the type of a globally symmetric space M is defined as the type of an associated
symmetric pair (G,K) naturally associated to an e↵ective orthogonal symmetric Lie
algebra (g,⇥) as above.

Notice that, even though every choice of a base point gives rise a priori to a
di↵erent Riemannian symmetric pair, the types of such pairs are not changed: if
instead of a base point o 2 M we take the base point x = g · o, for g 2 G, then the
Lie algebra g is the same and the involution ⇥ is replaced by AdG(g)⇥.
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Theorem II.30: Decomposition Theorem for OSLA

Let (g,⇥) be an e↵ective orthogonal symmetric Lie algebra. Then

g = g� � g0 � g+

is a decomposition into ⇥-invariant ideals such that

(1)
⇣
g�,⇥

��
g�

⌘
is of non-compact type.

(2)
⇣
g0,⇥

��
g0

⌘
is of Euclidean type.

(3)
⇣
g+,⇥

��
g+

⌘
is of compact type.

Moreover, the decomposition is orthogonal with regard to Bg.

How to construct g+, g0, g�? Note that g = u�e is a U -invariant decomposition.
Let then h·, ·i be a U -invariant inner product on e. Since Bg

��
e
is a symmetric bilinear

form, there exists a unique A 2 End(e) symmetric such that

Bg(X, Y ) = hAX, Y i 8X, Y 2 e,

As U ⇢ Aut(g) and Bg is U -invariant, we note that if X, Y 2 e and k 2 U are
arbitrary, then

Bg(X, Y ) = Bg(kX, kY ) () hAX, Y i = hAkX, kY i = hk�1AkX, Y i,

hence Ak = kA and therefore

A � adg(X) = adg(X) � A 8X 2 u.

AsA is symmetric, there exists an orthonormal basis of e which we write {f1, ..., fn}
consisting(o)f eigenvectors of A with eigenvalues {�1, ..., �n}. By the above property
Ak = kA, they are also preserved by U and adg(u).

Let us define

e� =
X

�j<0

Rfj , e0 =
X

�j=0

Rfj , e+ =
X

�j>0

Rfj . (II.16)
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Lemma II.31

The subspaces e0, e+ and e� satisfy the following relations:

(1) e0 = {X 2 g : Bg(X, Y ) = 0 for all Y 2 g}.

(2) [e0, e] = {0} and e0 is an Abelian ideal in g.

(3) [e�, e+] = {0}.

Proof. (1) Write
g? = {X 2 g : Bg(X, Y ) = 0 8Y 2 g}

and note that g? is ⇥-invariant since Bg is ⇥-invariant. Thus we have a decom-
position of g? induced by the one of g

g? = (g? \ u)� (g? \ e)

As (g,⇥) is e↵ective, Bg

��
u⇥u

is negative definite and therefore g? \ u = (0)

implying that g? ⇢ e. Therefore

g? = {X 2 e : Bg(X, Y ) = 0 8Y 2 g}
(II.28)
= {X 2 e : Bg(X, Y ) = 0 8Y 2 e}

= {X 2 e : hAX, Y i = 0 8Y 2 e}

= ker(A)

= e0

by definition.

(2) Note first that [e0, e] ⇢ [e, e] ⇢ u. Take then X 2 e0, Y 2 e, Z 2 u and write

Bg([X, Y ], Z) = �Bg([Y,X], Z)

= �(�Bg(X, [Y, Z]))

= hAX, [Y, Z]i

= 0

since A 2 e0 = ker(A). But Bg

��
u⇥u

is negative definite and as Z 2 u is arbitrary
we must have [X, Y ] = 0 for every X 2 e0, Y 2 e. In particular thus [e0, e0] = 0
showing that e0 is abelian. Finally we note that,

[e0, g] = [e0, u] + [e0, e] = [e0, u] = e0

because u commutes with A and therefore preserves e�, e0, e+.
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(3) Take X 2 e�, Y 2 e+ and Z 2 u. Then

Bg([X, Y ], Z) = �Bg(Y, [X,Z])

= �hAY|{z}
2e+

, [X,Z]| {z }
2e�

i

= 0

as e�, e+ are orthogonal with regard to h·, ·i since they are defined using an
orthonormal basis. As before, this implies

[X, Y ] = 0 8X 2 e�, Y 2 e+. ⌅

We now define

u+ := [e+, e+] u� := [e�, e�] and u0 := u Bg (u+ � u�) ,

where the last equality denotes the orthogonal complement of u+ � u� in u with
respect to Bg.

Lemma II.32

The subspaces u0, u+, u� are orthogonal with respect to Bg and their direct
sum is u.

Proof. To see that u+ and u� are orthogonal with respect to Bg, let X±, Y± 2 e±.
Then, by adg-invariance of Bg, we have

Bg([X+, Y+], [X�, Y�]) = Bg(X+, [Y+, [X�, Y�]) = 0 ,

where the last equality follows from the Jacobi identity via

[Y+, [X�, Y�] = �[X�, [Y�, Y+]]� [Y�, [Y+, X�]] = �[X�, 0]� [Y�, 0] = 0 . ⌅

Lemma II.33

We have:

(1) u" are ideals in u that are pairwise orthogonal with regard to Bg.

(2) [u0, e�] = [u0, e+] = {0}.

(3) [u�, e0] = [u�, e+] = {0}.

(4) [u+, e0] = [u+, e�] = {0}.
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Proof. (1) We have already proved orthogonality so we are are just left to prove
that they are ideals.

[u±, u] = [[e±, e±], u]
Jacobi
= �[[e±, u], e±]� [[u, e±], e±]

e± u-inv.
⇢ [e±, e±]

= u± .

Let then X 2 u0 ? (u+ � u�), Z 2 u. We show

[Z,X] ? (u+ � u�)

that is, 8Y 2 u+ � u� we have

Bg([Z,X], Y ) = �Bg(X, [Z, Y ]| {z }
2u+�u�

) = 0

(2) Let Z 2 u0, X, Y 2 e±. Then

Bg([Z,X], Y ) = Bg(Z, [X, Y ]) = 0 ,

since [X, Y ] 2 u± and u± is orthogonal to u0. Since [u0, e±] ⇢ e± and Bg

restricted to e± is non-degenerate, then [Z,X] = 0, that is [u0, e±] = {0}.

(3) & (4) Using the definition of u± and the Jacobi identity, we have

[u±, e0] = [[e±, e±], e0]
Jacobi
= [e±, [e±, e0]]

= {0},

because of Lemma II.31 (2). Likewise,

[u±, e⌥] = [[e±, e±], e⌥]
Jacobi
= [e±, [e±, e⌥]]

= {0},

because of Lemma II.31 (3).
⌅
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Now it is clear that since

g = u� e = (u0 � u+ � u�)� (e0 � e+ � e�) ,

to find the g0, g+ and g� we have to rearrange the direct summands. It seems that
setting

g0 = u0 � e0 g+ = u+ � e+ g� = u� � e�

might be a g(o)od idea.

Corollary II.34

u+ � e+, u0 � e0 and u� � e� are pairwise orthogonal ideals in g with regard
to Bg.

Proof. u = u� � u0 � u+ and e = e� � e0 � e+ are both orthogonal with regard to
Bg so u" � e" are pairwise orthogonal.

We show that they are ideals.

• To see that u0 � e0 is an ideal, we only need to see what happens for [u0, e] as

[u0 � e0, u� e] = [u0, u]| {z }
2u0 by II.33

+[u0, e] + [e0, u] + [e0, e]| {z }
2e0 by II.31

.

But by Lemma II.33
[u0, e] = [u0, e0]

and u (thus in particular u0) preserves the decomposition of e. Therefore

[u0, e0] ⇢ e0

and hence u0 � e0 is an ideal.

• To see that u" � e" is an ideal, note that

[u" � e", u� e] = [u", u]| {z }
2e"

+ [u", e]| {z }
=[u",e"]

+ [e", u]| {z }
2e"

+ [e", e]| {z }
⇢[e",e"]⇢u"

. ⌅

Summary We have for (g,⇥) an (e↵ective) orthogonal symmetric Lie algebra the
decomposition

g = u� e

= (u� � u0 � u+)� (e� � e0 � e+)

= (u� � e�)| {z }
=g�

� (u0 � e0)| {z }
=g0

� (u+ � e+)| {z }
=g+

such that
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(1) g0, g+ and g� are pairwise orthogonal ideals in g, so that in particular their
Killing form is the restriction of the Killing form of g i.e. Bg" = Bg

��
g"⇥g"

.

(2) (g,⇥) is e↵ective and therefore Bg

��
u⇥u

is negative definite. Thus

• As Bg

��
e�⇥e�

is negative definite, Bg� is negative definite and g� is therefore
of compact type.

• As Bg

��
e+⇥e+

is positive definite, Bg+ is non-degenerate and g+ is therefore
of non-compact type.

In both cases, g± is semisimple.

(3) We showed in Lemma II.31 (2) that e0 is an Abelian ideal. Moreover, since g±
are semisimple, the center z of g must be all contained in g0 and hence

z(g0) = z(g).

Thus
z(g0) \ u0 ⇢ z(g) \ u = 0

and hence we are left to observe that u0 is compactly embedded. But this is
true since u ⇢ g, u± ⇢ g± are all compactly embedded and g is the direct sum
of the ideals g0 � g+ � g�, (see [Hel01, Lemma V.1.6]). Hence (g0,⇥|g0) is an
e↵ective orthogonal symmetric Lie algebra.

Remark. We were a bit sloppy in the last part of the proof, in that the decompo-
sition we proposed is valid only if e0 6= {0}. In fact, if e0 = {0}, then our proposed
g0 would be equal to u0. As a consequence, we would have that ⇥ = Id , which was
not allowed. We hence set if e0 = {0}:

g0 := {0} g� := u0 � u� � e� g+ := u+ � e+ if e� 6= {0} ;

g0 := {0} g� := {0} g+ := u� � u+ � e+ if e� = {0} .

Remark. If (G,K) is a Riemannian symmetric pair, then we have an associated
orthogonal symmetric Lie algebra (g,⇥) with k compactly embedded. Since

z(g) \ k = Lie(Z(G) \K)

we note that (g,⇥) is e↵ective if and only if Z(G) \K is discrete.

Definition: E↵ective Riemannian Symmetric Pairs

A Riemannian Symmetric Pair (G,K) is e↵ective if Z(G) \K is discrete.
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Lemma II.35

Let M be a Riemannian symmetric space, G = Iso(M)�, o 2 M and
K = StabG(o). If N / G is contained in K, N = {e} and in particular
the Riemannian symmetric pair (G,K) is e↵ective.

Proof. If g⇤o 2M , then StabG(g⇤o) = gKg�1. Since N / G and N < K we have

N ⇢

\

g2G

gKg�1 =
\

g2G

StabG(g⇤o) = {e}.

Since every subgroup of Z(G) is normal, (G,K) is e↵ective. ⌅

Definition: Riemannian Symmetric Spaces of Compact, Non-
compact and Euclidean Type

• An e↵ective Riemannian symmetric pair (G,K) is of compact, non-
compact or euclidean type if the corresponding(o)rthog(o)nal symmetric
Lie algebra is.

• A Riemannian symmetric space M is of compact, non-compact
or euclidean type if the corresponding Riemannian symmetric pair
(Iso(M)�, StabIso(M)�(o)) is.

Theorem II.36

If M is a simply connected Riemannian symmetric space, then M is a Rie-
mannian product

M = M� ⇥M0 ⇥M+

where

• M� is of compact type,

• M0 is of euclidean type and

• M+ is of non-compact type.

Proof. CHECK!! Write G = Iso(M)�, o 2 M , � = sogso and ⇥ = de�. Then (g,⇥)
is an orthogonal symmetric Lie algebra which can be decomposed as

g = g� � g0 � g+.

Let then G" be the Lie subgroups of G corresponding to g". Since the g" are ideals,
the G" are normal subgroups and G" \ G⌘ is discrete for " 6= ⌘. We claim that
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[G", G⌘] = 0 and that

' : G� ⇥G0 ⇥G+ ! G

(x, y, z) 7! xyz

is a homomorphism. In fact, [G", G⌘] / G" \G⌘ but [G", G⌘] is connected and hence
trivial. Now we observe that if

de' : g� � g0 � g+ ! g

is an isomorphism, then
'̃ : G̃� ⇥ G̃0 ⇥ G̃+ ! G̃

is an isomorphism as well. Let p : G̃! G be the projection. Then

G̃
�(p�1(K))� !

G̃
�p�1(K) =

G�K = M

as M is simply connected and thus p�1(K) < G̃ is connected.

k = Lie(p�1(K)) ⇢ g

and let k" be the subalgebras k = k� � k0 � k+ and K" the corresponding subgroups
of G̃.

'̃(K� ⇥K0 ⇥K+) = p�1(K)

and the K" are closed, hence (G̃", K") are a Riemannian symmetric pair with regard
to the lift �̃ of �. Thus

'̃ : G̃��K�
⇥

G̃0�K0
⇥

G̃+�K+
!M

is a di↵eomorphism. ⌅

II.9.2 Irreducible orthogonal Symmetric Lie Algebras

Definition: Reduced orthogonal symmetric Lie algebras

An orthogonal symmetric Lie algebra (g,⇥) is reduced if u does not contain
any non-zero ideals.

Remark. If n ⇢ g is an ideal, then n ⇢ u is trivial if and only if any connected
normal subgroup N / G contained in K, N < K, is trivial.

In particular, reduced therefore implies that
\

g2G

gKg�1 =
\

g2G

StabG(g⇤o)
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can not be connected and is thus discrete. Also the action of G on G/K has discrete
kernel.

Hence, if (g,⇥) is reduced, it is also e↵ective. In fact, z(g) \ u is a subalgebra
of z(g) and since the latter is abelian it is actually an ideal in g contained in u. As
(g,⇥) is reduced, it must thus be trivial.

Definition: Irreducible orthogonal Symmetric Lie Algebra

Let (g,⇥) be an orthogonal symmetric Lie algebra (with decomposition g =
u� e). We say that (g,⇥) is irreducible if

(1) g is semisimple and (g,⇥) is reduced, and

(2) adg(u) acts irreducibly on e.

Theorem II.37

A reduced orthogonal symmetric Lie algebra (g,⇥) is the direct sum of irre-
ducible orthogonal symmetric Lie algebras and the decomposition is unique.

Theorem II.38

Let V be a real vector space and K < GL(V ) compact. Then there exists a
decomposition V =

�
o)plusiVi into K-invariant irreducible subspaces.

Proof of Theorem II.38. Let h·, ·i be a K-invariant inner product on V . If V is
irreducible, we are done. If not, take a K-invariant subspace and note that W? is
also invariant. ⌅

Sketch of Proof of Theorem II.37. Let u, e be as before and h·, ·i an inner product
on e that is u-invariant. Let A 2 End(e) be symmetric such that

Bg(X, Y ) = hAX, Y i 8X, Y 2 e.

Let then e =
�
o)plusri=1qi be the decomposition corresponding to the distinct

eigenvalues c0 = 0, c1, ..., cr 6= 0 with ci 6= cj for 1  i 6= j  r. This decomposition is
also u-invariant. By the previous theorem, we can decompose the qi into u-invariant
irreducible subspaces

qi =
�
o)plusrij=1pij

The pij play the role of p in the Cartan decomposition.
Define

gij := [pij, pij] + pij

and show that
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(1) The gij are ⇥-invariant ideals in g,

(2) Bgij = Bg

��
gij⇥gij

is non-degenerate and

(3) m :=
�
o)plusgij is a semisimple ⇥-invariant ideal and g0 = Centrg(m). This is

also ⇥-invariant and (g0,⇥
��
g0
) is a euclidean orthogonal symmetric Lie algebra.

⌅

Definition: Reduced/Irreducible Riemannian Symmetric Spaces

• A Riemannian symmetric pair (G,K) is reduced or irreducible if the
corresponding(o)rthog(o)nal symmetric Lie algebra is.

• A Riemannian symmetric space M is reduced or irreducible if the corre-
sponding Riemannian symmetric pair (Iso(M)�, StabIso(M)�(o)) is.

Remark. A Riemannian symmetric space is irreducible if Lie(Iso(M)�) is semisim-
ple, K acts irreducibly via AdG on p, where g = k� p is the Cartan decomposition.

Corollary II.39

A Riemannian symmetric space M is isometric to the Riemannian product
M = M0 ⇥ ...⇥Mn where

• Mo = E
k and

• Mi, 1  i  n are irreducible symmetric spaces of compact or non-
compact type.

Remark. M being irreducible does not imply that Iso(M)� is simple.
For example, let U be a compact Lie group and consider the Riemannian sym-

metric pair (U ⇥ U,�U) with �(U) = {(g, g) 2 U ⇥ U}. Define then

⇥(X, Y ) = (Y,X)

and note that this implies

k = {(X,X) : X 2 u}

p = {(Y,�Y ) : Y 2 u}

with the adg(k)-action

(adg(X,X))(Y,�Y ) = [(X,X), (Y,�Y )] = ([X, Y ],�[X, Y ]).

If U is simple, then U ⇥ U/�(U) is an irreducible symmetric space.
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Proposition II.40

Let (G,K) be an irreducible Riemannian symmetric pair with Cartan de-
composition g = k � p and let Bg be the Killing form. Then there exist a
(up to scalars) unique G-invariant Riemannian metric on G/K and on of the
following holds:

(1) Bg

��
p⇥p

� 0 is positive definite, G/K is of non-compact type and the
Riemannian metric is Bg.

(2) Bg

��
p⇥p
⌧ 0 is negative definite, G/K is of compact type and the Rieman-

nian metric is �Bg.

Proof. Take an AdG(K)-invariant inner product h·, ·i on p and as previously

Bg(X, Y ) = hAX, Y i 8X, Y 2 p.

Since AdG(K) acts irreducibly on p we must have A = �Id p for some 0 6= � 2 R.
Whether Bg is positive or negative definite then depends on the sign of �. ⌅

II.10 From orthogonal Symmetric Lie Algebras to
Riemannian Symmetric Spaces

In this subsection we want to apply the techniques developped so far to see how
one can get from an orthogonal symmetric Lie algebra to a Riemannian symmetric
space. The first step is to g(o) from a reduced semisimple orthogonal symmetric Lie
algebra to a reduced semisimple Riemannian symmetric pair.

Theorem II.41

Let (g,⇥) be a reduced semisimple orthogonal symmetric Lie algebra. Set
G := Aut(g)� and define the involution via

� : G! G

↵ 7! ⇥↵⇥�1.

Let K < G such that
�
G�
��

< K < G�. Then (G,K) is a Riemannian sym-
metric pair whose associated orthogonal symmetric Lie algebra is isomorphic
to (g,⇥). Moreover, G� is compact, Z(G) = {e} and G acts faithfully on
G/K.
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Proof. Using Theorem II.37 we can write

(g,⇥) ⇠=
kY

i=1

(gi,⇥i)

as a product of irreducible components. It is left as an exercise to show that under
this isomorphism

Aut(g)�
⇠
!

kY

i=1

�
Aut(gi)

��

G� ⇠
!

kY

i=1

G�i

and hence we may assume that (g,⇥) is irreducible.
Recall that ⇥ 2 Aut(g) is an involution. Let g = k� p be the Cartan decompo-

sition. We define a scalar product
h·, ·i

on g as follows:

(1) If g is of compact type we set hX, Y i = �Bg(X, Y ) for X, Y 2 g.

(2) If g is of non-compact type we set

hX, Y i = �Bg(X,⇥(Y )) for X, Y 2 g.

As g is semisimple it follows from Proposition II.29 that

adg : g! Derg ⇢ Lie(G)

is an isomorphism. Moreover, G� = {↵ 2 G : ↵⇥ = ⇥↵} is obviously a closed
subgroup of G.

We claim that G� is compact. Indeed, G� preserves the scalar product h·, ·i.
This is clear in the case when g is of compact type, because Aut(g) preserves the
Killing form Bg according to the reminder (1) at the beginning(o)f section II.9.1.

If g is of non-compact type, then for all ↵ 2 G� and all X, Y 2 g

h↵X,↵Y i = �Bg(↵X,⇥↵Y ) = �Bg(↵X,↵⇥Y ) = �Bg(X,⇥Y ) = hX, Y i.

We next compute the Lie algebra of G� using again Proposition II.29. We have

Lie(G�) = {D 2 Der(g) : D⇥ = ⇥D}

= {adg(X) : ⇥ adg(X) = adg(X)⇥}

= {adg(X) : adg(⇥X) = adg(X)} = adg k,
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hence Lie(K) = adg k. So adg establishes an isomorphism between (g,⇥) and the
orthogonal symmetric Lie algebra associated to the Riemannian symmetric pair
(G,K).

In order to prove the last assertion we notice that (G,K) is reduced, so the kernel
N of the G-action on G/K is discrete. Since G is connected and N is a discrete
normal subgroup we obtain N < Z(G).

We finally take ↵ 2 Z(G) arbitrary. Then for all � 2 Aut(g)� we have ↵� = �↵.
Passing to the Lie algebra this implies

↵ adg(X) = adg(X)↵ for all X 2 g

or equivalently

adg(↵X) = adg(X) for all X 2 g,

which shows that ↵ = Id g, hence N = Z(G) = {e}. ⌅

Given a Riemannian symmetric space M = G/K with an e↵ective G-action we
obviously have G < Iso(M)�. We now address the question when we have equality.
Clearly this is not always the case as the example of G = R

n, �(v) = �v for v 2 R
n

shows: M = E
n, but Iso(M)� = R

n
n SO(n). But these are essentially the only

examples.

Theorem II.42

Let (G,K) be a Riemannian symmetric pair and assume that G is semisimple
and acts faithfully on M = G/K. Then G = Iso(M)� and K = StabG(o),
where o = eK.

Proof. Let G0 = Iso(M)� and ⌧ : G! G0 given by

⌧(g)hK := ghK.

Then ⌧ is a smooth injective homomorphism. Let � : G! G be the involution such
that (G�)� < K < G� and denote ⇡ : G ⇣ M = G/K the natural projection. If
so : M !M denotes the geodesic symmetry at o = eK, then

so⇡ = ⇡so.

Define

�0 : G0 ! G0

↵ 7! so↵s
�1
o
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and K0 = StabG0(o). Then (G0, K0) is a Riemannian symmetric pair and it follows
from so⇡ = ⇡so that the diagram

G G

G0 G0

�

⌧ ⌧

�0

commutes. Let g = k� p be the Cartan decomposition of the orthogonal symmetric
Lie algebra (g, De�) and g0 = k0�p0 the one of the orthogonal symmetric Lie algebra
(g0, De�0). Then it follows from the commuting diagram above that

De⌧(p) ⇢ p0, De⌧(k) ⇢ k0.

Since M = G/K = G0/K0 we have dim p = dim p0 and hence De⌧(p) = p0 by
injectivity of De⌧ .

Next we notice that the inclusion

[p, p] ⇢ k

from Proposition II.21 is true for any reduced semisimple orthogonal symmetric Lie
algebra. Indeed, one can easily verify that p + [p, p] is an ideal in g and that its
orthogonal complement with respect to Bg is contained in the orthogonal comple-
ment of p which is equal to g. Hence this orthogonal complement vanishes and we
get g = p + [p, p]. From [p, p] ⇢ k we therefore get [p, p] = k. Combining this with
De⌧(p) = p0 we conclude

De⌧(k) = [p0, p0].

Next we observe that (g0, De�0) is a reduced and hence e↵ective orthogonal sym-
metric Lie algebra and that the null space e0 of the Killing form of g0 is contained
in p0 and an abelian ideal in g0. This gives the inclusion

e0 ⇢ p0 = De⌧(p) ⇢ De⌧(g) = g0,

so e0 is an abelian ideal in De⌧(g) as well. But as g ⇠= De⌧(g) is semisimple this
implies e0 = 0. So (g0, De�0) is a reduced semisimple orthogonal symmetric Lie
algebra, hence in particular [p0, p0] = k0 which implies

De⌧(k) = k0.

So ⌧ induces an isomorphism between the two orthogonal symmetric Lie algebras
and is therefore a Lie group isomorphism. ⌅
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II.11 Curvature

Definition: (Sectional) Curvature

Let M be a Riemannian manifold with Levi-Civita connection r. The curva-
ture of M is a multilinear map

R : Vect(M)⇥ Vect(M)⇥ Vect(M)! Vect(M)

where Vect(M) is a C1-module defined as

R(X, Y )Z := rX(rYZ)�rY (rXZ)�r[X,Y ]Z

Remark. For p 2M (R(X, Y )Z)p depends only on Xp, Yp, Zp.

From R one can define the sectional curvature: Let p 2 M and Gr2(TpM) be
the Grassmannian of 2-planes in TpM . Define then

p : Gr2(TpM)! R

P 7! hR(u, v)u, vi

where {u, v} is an orthonormal basis of P .

Theorem II.43

Let (G,K) be a Riemannian symmetric pair with associated Riemannian sym-
metric space M and a corresponding G-invariant Riemannian metric.

(1) If (G,K) is of compact type, then p � 0 for all p 2M .

(2) If (G,K) is of non-compact type, then p  0 for all p 2M .

(3) If (G,K) is of euclidean type, then p = 0 for all p 2M .

The proof of this relies on the following result:

Theorem II.44

Let (G,K) be a symmetric pair a and let R be the curvature tensor. Then at
the point o 2 G/K

Ro(X̄1, X̄2)X̄3 = �[[X̄1, X̄2], X̄3]

where X̄i = de⇡Xi, for Xi 2 p, i = 1, 2, 3.
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Proof of Theorem II.43. Take X1, X2 2 p. Then

Bg(�[[X1, X2], X1], X2) = Bg([X1, X2], [X1, X2])

We restrict to the first case and note that if (G,K) is of compact type, then we take
�Bg as the Riemannian metric at o after p ⇠= ToM .

Let X1, X2 2 p such that X̄1, X̄2 2 ToM are orthonormal. Then

o(Span(X̄1, X̄2)) = �hR(X̄1, X̄2)X̄1, X̄2i

II.44
= �h[[X1, X2], X1], X̄2i

= �Bg([[X1, X2], X1], X2)

= Bg([X1, X2], [X1, X2])

= h[X1, X2], [X1, X2]i = k[X1, X2]k
2
� 0. ⌅

II.12 Duality

There is a remarkable and important duality between compact and non-compact
orthogonal symmetric Lie algebras which is a special case of a general construction
we will outline now. First we need some preliminaries on complexifications of real
vector spaces and real Lie algebras.

Definition: Complex structure

Let V be a real vector space and v a real Lie algebra. A complex structure on
V is given by

J 2 End(V ) such that J2 = �Id .

A complex structure on v is a complex structure J 2 End(v) of v as a vector
space which in addition satisies

[X, JY ] = J [X, Y ].

Any real vector space V with a complex structure J can be turned into a complex
vector space, denoted Ṽ , by setting

(↵ + i�)v := ↵v + �J(v)

Conversely, any complex vector spaceW can be considered as a real vector space,
denoted WR, with a complex structure J 2 End(WR) given by J(w) = i · w. Then

obviously gWR = W .
If J 2 End(v) is a complex structure on v, then it follows that [·, ·] : ṽ ⇥ ṽ ! ṽ

is C-bilinear and ṽ is a C-Lie algebra.
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In general, real vector spaces do not always admit a complex structure. However,
for any real vector space V one can define an endomorphism J 2 End(V ⇥ V ) with
J2 = �Id by

J : V ⇥ V�!V ⇥ V

(v, w) 7! (�w, v).

Definition: Complexification

The complexification of V is V C := V̂ ⇥ V . The complex conjugation on V C

is the R-linear automorphism ⌧ 2 End(V ⇥ V ) defined by

⌧(v, w) = (v,�w).

V embeds into V C as a real vector space by

V ,! V C

v 7! (v, 0)

Notice that the map

V C
⇠=
�! V + iV

(v, w) 7! v + iw

is C-linear and bijective, hence V C can be identified with V + iV . Then complex
conjugation is defined as usual, namely by

⌧(v + iw) = v � iw.

Remark. If v is a real Lie algebra, the Lie bracket on v extends uniquely to a
C-linear Lie bracket on vC.

Example. Let g = sl(n,R). Then sl(n,R)C = sl(n,C). In fact,

A 2 sl(n,C) () tr(A) = 0

() Re tr(A) = Im tr(A) = 0

() tr Re(A) = tr Im(A) = 0

() A = A1 + iA2, Ai 2 sl(n,R)

and thus
sl(n,C) = sl(n,R) + isl(n,R).
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Example. Let g = su(n,C) = {X 2 sl(n,C) : X⇤ + X = 0, where X⇤ = X
t
}.

Observe that su(n,C) is a real Lie algebra. We claim that su(n,C)C = sl(n,C). In
fact,

isu(n,C) = {iX 2 sl(n,C) : X⇤ +X = 0}

= {X 2 sl(n,C) : X⇤ = X} .

But for any A 2 sl(n,C) we can write

A =
A� A⇤

2| {z }
2su(n,C)

+
A+ A⇤

2| {z }
2isu(n,C)

,

so sl(n,C) ⇢ su(n,C)� isu(n,C) and a count of dimensions gives equality.

Example. Let g = o(p, q). Since any two non-degenerate quadratic forms over C

are equivalent, we have o(p, q)C = o(p+ q,C). In particular o(n,R)C = o(n,C) and
o(1, n� 1)C = o(n,C).

Definition: Complexificaton of endomorphisms

If V is a real vector space and T 2 End(V ), the map

V C = V + iV �! V + iV

v + iw 7! Tv + iTw

is an endomorphism of the C-vector space V C.

Notice that if T1, T2, T 2 End(V ), then

(T1 � T2)
C = TC

1 � T
C

2 and trV (T ) = trV C(TC).

Moreover, if A 2 End(V C), then

tr(V C)R A = 2Re
�
trV C A

�
.

Definition: Real and Compact Form

• If h is a complex Lie algebra, a real form of h is a real Lie algebra g
such that gC = h.

• If g is semisimple and Bg is negative definite, then g is called a compact
form of gC = h. By abuse of notation, if h is a real Lie algebra, by a
compact form we mean a compact form of hC.
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Theorem II.45: [Hel01, Theorem III.6.3]

Every semisimple Lie algebra has a compact form.

Lemma II.46

Let g0 be a real Lie algebra and g := gC0 its complexification. Then

(1) Bg0(X, Y ) = Bg(X, Y ) for all X, Y 2 g.

(2) BgR(X, Y ) = 2Re(Bg(X, Y ) for all X, Y 2 g.

(3) g0 semisimple () g semisimple () gR semisimple.

This lemma follows from the fact that the map

e : gl(g0) �! gl(g)

T 7! TC

is a homomorphism of real Lie algebras and that the following diagram commutes:

g0 gl(g0)

g gl(g)

adg0

e

adg

Back to orthogonal symmetric Lie algebras. Let (g0,⇥0) be an orthogonal
symmetric Lie algebra with Cartan decomposition g0 = k� p. Let g := gC0 , ⇥ := ⇥C

0

be the complexifications, and ⌧ : g! g the complex conjugation. Then

k, ik, p, ip

are R-subspaces of gR with the following bracket relations:

[k, k] ⇢ k, [k, ip] ⇢ ip and [ip, ip] = [p, p] ⇢ k.

Thus g⇤ := k+ ip is a Lie subalgebra of gR with bracket coming from g

[X + iY, Z + iT ] = [X,Z]� [Y, T ] + i([X, T ] + [Y, Z]) .

The conjugation ⌧ : g! g restricts to an involution ⇥⇤ := ⌧
��
g⇤
2 End(g⇤).
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Definition: Isomorphic orthogonal Symmetric Lie Algebras

Two orthogonal symmetric Lie algebras (g1,⇥1) and (g2,⇥2) are isomorphic
(g1,⇥1) ⇠= (g2,⇥2) if there exists a Lie algebra isomorphism ' : g1 ! g2 such
that

⇥2 � ' = ' �⇥1

Proposition II.47

Let (g0,⇥0) be an orthogonal symmetric Lie algebra with g0 semisimple. Then

(1) The pair (g⇤,⇥⇤) with ⇥⇤ := ⌧
��
g⇤

is an orthogonal symmetric Lie algebra,

(2) (g⇤)C = gC0 , (⇥
⇤)C = ⇥C

0 ,

(3) (g⇤,⇥⇤) is e↵ective if and only if (g0,⇥0) is e↵ective,

(4) (g⇤,⇥⇤) is reduced if and only if (g0,⇥0) is reduced,

(5) The pair (g0,⇥0) is of non-compact type (resp. compact type) if and only
if (g⇤,⇥⇤) is of compact type (resp. non-compact type),

(6) (g1,⇥1) ⇠= (g2,⇥2) if and only if (g⇤1,⇥
⇤
1) ⇠= (g⇤2,⇥

⇤
2) and

(7) ((g⇤)⇤, (⇥⇤)⇤) = (g0,⇥0).

Sketch of the proof. (1) Since ⌧ 2 Aut(gR), k is the part of the algebra fixed by
⇥⇤
2 Aut(g⇤). So we only need to show that k is compactly embedded in g⇤.

Consider the R-vector space isomorphism

� : g0 ! g⇤

X + Y 7! X + iY

which induces the Lie group isomorphism

� : GL(g0)! GL(g⇤)

A 7! �A��1.

Notice that for all Z 2 k we have

� � adg0Z = adg⇤Z � �.

Since k < g0 is compactly embedded, there exists U < GL(g0) compact and
connected such that Lie(U) = adg0(k). Using � and its derivative

dId� : gl(g0)! gl(g⇤)

B 7! �B��1
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we get dId�
�
adg0k

�
= adg⇤k, hence adg⇤(k) = Lie

�
�(U)

�
and �(U) < GL(g⇤) is

a compact connected Lie group.

(2) The verfication is left to the reader.

(3) This follows from z(g0) \ k = z(g⇤) \ k.

(4) We recall that (g0,⇥0) is reduced if and only if any ideal n < g0 that is contained
in k is trivial. Moreover, an ideal n < g0 is contained in k if and only if n < k is
an ideal and if [n, p] = 0.

Now n < k is an ideal with [n, p] = 0 if and only if [n, ip] = 0, so n < g0 is
contained in k if and only if n < g⇤ is contained in k. Hence (g0,⇥0) is reduced
if and only if (g⇤,⇥⇤) is reduced.

(5) Since (g0,⇥0) is e↵ective semisimple, so is (g⇤,⇥⇤) according to Lemma II.46
and (3) above. Lemma II.46 further implies that for any X, Y 2 p

Bg0(X, Y ) = Bg(X, Y )

= �Bg(iX, iY )

= �Bg⇤(iX, iY )

since (g⇤)C ⇠= g := (g0)C.

(6) Any isomorphism of real Lie algebras extends to an isomorphism of the com-
plexifications.

(7) Obviously we have (g⇤)⇤ = g0. The proof of (⇥⇤)⇤ = ⇥0 is left to the reader. ⌅

Definition: Dual

(g⇤,⇥⇤) is called the dual of (g0,⇥0).

Example. (sl(n,R),⇥) with ⇥(X) = �X t. We saw already that

sl(n,R)C = sl(n,C).

Now we claim that the dual of (sl(n,R),⇥) is (su(n,C),⇥⇤).
In fact, if sl(n,R) = k� p with

k = {X 2 sl(n,R) : X +X t = 0}

p = {X 2 sl(n,R) : X = X t
},
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then

g⇤ = k+ ip

= {Z 2 sl(n,C) : Z = X + iY with X +X t = 0 and Y = Y t
}

= {Z 2 sl(n,C) : Z + Z⇤ = 0}

= su(n,C)

The corresponding symmetric spaces are

M = SL(n,R)
�SO(n), M⇤ = SU(n)

�SO(n)

where M⇤ is compact.

Example. Let g = so(n) = {X 2 gl(n,R) : X +X t = 0} and let p, q 2 N [ {0} be
such that p+ q = n. Define ⇥pq as

⇥pq : gl(p+ q,C)! gl(p+ q,C)

X 7! IpqXIpq

where Ipq =

✓
�Ip 0
0 Iq

◆
.

It is easy to check that ⇥pq(g) = g and that ⇥2
pq = Id . We write g in block form

g =

⇢✓
A B
�Bt D

◆
: A+ At = 0, D +Dt = 0, B 2Mp,q(R)

�

and note that in this form

⇥(X) = ⇥

✓
A B
�Bt D

◆
=

✓
A �B
Bt D

◆
.

It is then easy to see that the Cartan decomposition is given by

k =

⇢
X =

✓
A 0
0 D

◆
2 so(p+ q) : A 2 so(p), D 2 so(q)

�

p =

⇢
X =

✓
0 B
Bt 0

◆
2 so(p+ q) : B 2Mp,q(R)

�
.

Now we observe that

g⇤ = k+ ip

=

⇢✓
A iB
iBt D

◆
: A+ At = 0 = D +Dt, B 2Mp,q(R)

�
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and define

� : gl(n,C)! gl(n,C)

Y 7!

✓
�iIp 0
0 Iq

◆
Y

✓
�iIp 0
0 Iq

◆

such that

�

✓
A iB
iBt D

◆
=

✓
A B
Bt D

◆
.

This shows that � is an isomorphism g⇤
⇠=
�! so(p, q) where

so(p, q) =

⇢✓
A B
Bt D

◆
: A+ At = 0 = D +Dt, B 2Mp,q(R)

�
.

Finally, the involution is given by ⇥⇤ = ⌧
��
g⇤

with ⌧(X + iY ) = X � iY , that is

⇥⇤
✓
A B
Bt D

◆
=

✓
A �B
�Bt D

◆
.

In conclusion, (so(p+ q,R),⇥) and (so(p, q),⇥⇤) are dual orthogonal symmetric Lie
algebras. The corresponding Riemannian symmetric spaces are

M = SO(p+ q,R)
�SO(p)⇥ SO(q), M⇤ = SO(p, q)

�SO(p)⇥ SO(q)

where M is compact and M⇤ is not.

We will next show how this duality can be realised at the level of Riemannian
symmetric pairs. To this end we will use the construction in Theorem II.41. Let
(g0,⇥0) be a reduced semisimple orthogonal symmetric Lie algebra, g := (g0)C and
⌧ : g ! g the complex conjugation with respect to g0. Recall that g⇤ = k � ip and
⇥⇤ = ⌧

��
g⇤
. Then (g⇤)C = g and (⇥⇤)C = ⇥C

0 .
Consider

e0 : Aut(g0)! Aut(g)

↵ 7! ↵C

which is an injective Lie group morphism satisfying

e0(⇥0 � ↵ �⇥
�1
0 ) = (⇥0)

C
� ↵C

� (⇥C

0 )
�1.

Denote �0 the restriction of the conjugation by ⇥C

0 to e0
�
Aut(g0)

�
< Aut(g). Ana-

log(o)usly we consider

e⇤ : Aut(g⇤)! Aut(g)

� 7! �C
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which is an injective Lie group morphism satisfying

e⇤(⇥⇤
� � � (⇥⇤)�1) = (⇥⇤)C � �C

�
�
(⇥⇤)C

��1
,

and denote �⇤ the restriction of the conjugation by (⇥⇤)C to e⇤
�
Aut(g0)

�
< Aut(g).

Proposition II.48

The groups G0 = e0
�
Aut(g0)�

�
and G⇤ = e⇤

�
Aut(g⇤)�

�
are closed connected

semisimple. Moreover, �0 defines an involution on G0 and �⇤ an involution on
G⇤. The group K := G0 \G⇤ is compact and satisfies

(G�0
0 )� ⇢ K ⇢ G�0

0 ,
�
(G⇤)�

⇤��
⇢ K ⇢ (G⇤)�

⇤
.

Moreover, the orthogonal symmetric Lie algebra associated to (G0, K) is iso-
morphic to (g0,⇥0) and the orthogonal symmetric Lie algebra associated to
(G⇤, K) is isomorphic to (g⇤,⇥⇤).

Proof. It will turn out to be essential to understand the relation between ⌧ , ⇥C

0 ,
(⇥⇤)C and ⌧ ⇤, where ⌧ ⇤ denotes the complex conjugation of g = g⇤ + ig⇤ with
respect to g⇤. All of these four maps are automorphisms of gR, that is g seen as a
real Lie algebra. It will be convenient to present the action of these automorphisms
in a table:

k ik p ip
⇥C

0 Id Id �Id �Id
(⇥⇤)C Id Id �Id �Id
⌧ Id �Id Id �Id
⌧ ⇤ Id �Id �Id Id

All these automorphisms have order two, commute pairwise and satisfy

⇥C

0 � ⌧ = ⌧ ⇤, (⇥⇤)C � ⌧ ⇤ = ⌧.

Hence if h↵, �i denotes the subgroup of Aut(gR) generated by two elements ↵, � we
have

h⇥C

0 , ⌧i = h(⇥
⇤)C, ⌧ ⇤i = h⌧, ⌧ ⇤i.

Let us now define the following automorphisms of the Lie group Aut(gR): For ↵ 2
Aut(gR) set

t(↵) = ⌧↵⌧�1, t⇤(↵) = ⌧ ⇤↵(⌧ ⇤)�1, r(↵) = ⇥C

0↵(⇥
C

0 )
�1 = (⇥⇤)C↵

�
(⇥⇤)C

��1
.

Hence the set

Aut(g) = {↵ 2 Aut(gR) : ↵(iZ) = i↵(Z) 8 Z 2 g}
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is a closed subgroup of Aut(gR) which is invariant by t: Indeed, for all Z 2 g we
have

⌧(iZ) = �i⌧(Z)

and hence if ↵ 2 Aut(g)

(⌧↵⌧�1)(iZ) = (⌧↵)
�
�i⌧�1(Z)

�
= ⌧
�
�i↵⌧�1(Z)

�
= i⌧↵⌧�1(Z).

We further claim that the image of e0 : Aut(g0)! Aut(g) coincides with
�
Aut g

�t
,

the subgroup of Aut g fixed by t. The proof is left as an easy verification. Thus the
image of e0 is closed and hence

e0 : Aut g0 !
�
Aut g

�t

is a Lie group isomorphism which implies that

G0 = e0
�
(Aut g0)

�� =
�
(Aut g)t

��

is closed connected semisimple.
The same argument applies to G⇤.
Now we have the following relations in Aut(Aut g⇤): t, t⇤,r are of order two and

commute pairwise,
rt = t⇤, rt⇤ = t

and
hr, ti = hr, t⇤i = ht, t⇤i

as subgroups of Aut(Aut g⇤).
Recall that �0 = r

��
(Aut g)t

, �⇤ = r
��
(Aut g)t⇤

. Moreover,

G0 \G⇤ =
�
(Aut g)t

��
\
�
(Aut g)t

⇤��

is open in

(Aut g)t \ (Aut g)t
⇤
= (Aut g)ht,t

⇤i = (Aut g)ht,ri = (Aut g)ht
⇤,ri.

Thus G0 \G⇤ is open in
�
(Aut g)t

�r
, but it is also contained in G0 =

�
(Aut g)t

��
,

hence it is open in �
(Aut g)t

��
\
�
(Aut g)t

�r
= G�

0 .

We conclude �
G�

0

��
⇢ G0 \G⇤

⇢ G�
0 .

The compactness then follows from the compactness of G�
0 which is a direct conse-

quence of Marcs Theorem IV.15. ⌅
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Definition: Compact dual

Let (g0,⇥0) be a reduced orthogonal symmetric Lie algebra of non-compact
type and (G0, K), (G⇤, K) as above. Then we call M⇤ = G⇤/K the compact
dual of the symmetric space M = G0/K of non-compact type. Observe here
that K is connected and G0 = Iso(M)�, G⇤ = Iso(M⇤)�.

The following remarkable Theorem is the starting point of many interesting
developments.

Theorem II.49

Let M = G0/K be a Riemannian symmetric space of non-compact type with
compact dual M⇤ = G⇤/K. Then there is a canonical isomorphism

⌦k(M)G0 ⇠= Hk(M⇤,R)

where

• ⌦k(M)G0 is the space of G0-invariant smooth di↵erential k-forms on M
and

• Hk(M⇤,R) is the singular cohomology of M⇤ with R-coe�cients.

Before we give a proof of this theorem we will need some notation and a few
lemmata.

Notation. If V is a real vector space, we write Altk(V ) for the space of alternating
forms V k

! R in k variables.

Lemma II.50

Let M be a Riemannian symmetric space, G = Iso(M)�, o 2 M and
K = StabG(o). As ⇡ : G ! G/K is the projection, de⇡ : p ! ToM is an
isomorphism of vector spaces that commutes with the action of k on p via
adg(k) and on ToM via the di↵erential of left translation. Then

⌦k(M)G ! Altk(p)
adg(k)

is an isomorphism.

Sketch of Proof. The isomorphism is obtained by restricting ! 2 ⌦k(M)G to o 2M ,
!0 2 Altk(ToM), and pulling it back: (de⇡)⇤(!o) 2 Altk(p). ⌅
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Lemma II.51: (Cartan)

Let M be a Riemannian symmetric space , G = Iso(M)� and ! 2 ⌦k(M)G.
Then

d! = 0.

Proof. Take o 2 M , so 2 G the geodesic symmetry at o and let ! 2 ⌦(M)G. Since
for all g 2 G we have sogso 2 G we get

! = (sogso)
⇤!

= s⇤og
⇤s⇤o!,

hence from s⇤o =
�
s⇤o
��1

s⇤o! = g⇤s⇤o!.

This shows that s⇤o! 2 ⌦k(M)G. Moreover, so
��
ToM

= �Id and thus

(s⇤o!)o = (�1)k!o

and by G-invariance

(s⇤o!)x = (�1)k!x for all x 2M.

So the forms (�1)k! and s⇤o! coincide, and applying d we get

(�1)kd! = d(s⇤o!) = s⇤o(d!).

But since d! is an invariant (k+1)-form we have s⇤o(d!) = (�1)k+1d! which implies
d! = �d! and hence d! = 0. ⌅

Lemma II.52

Let U be a compact connected Lie group acting smoothly on a smooth mani-
fold X. The inclusion of complexes

⌦k(X)U ,! ⌦k(X)

induces an isomorphism in cohomology

⌦k(X)U ⇠= Hk
dR(X).

Proof. As U is compact, there is a normalized Haar measure dµ on U .
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Injectivity: Let ↵ 2 ⌦k(X)U and assume that ↵ is exact in ⌦k(X), that is ↵ = d�
for some � 2 ⌦k�1(X). Since the U -action commutes with d we get

↵ = u⇤↵

= u⇤d�

= d(u⇤�)

for all u 2 U , hence

↵ =

Z

U

u⇤↵dµ(u)

=

Z

U

d(u⇤�) dµ(u)

= d

✓Z

U

u⇤�dµ(u)

◆

| {z }
2⌦k�1(X)U

.

Surjectivity: Let ↵ 2 ⌦k(U) such that d↵ = 0. As U is connecte, every u 2 U
is di↵eotopic to the identity Id 2 U . Thus ↵ and u⇤↵ represent the same class in
H⇤

dR(X), and for every C1-cycle z 2 Hk(X;R) we have

Z

z

↵ =

Z

z

u⇤↵ for any u 2 U.

Using Fubini we conclude

Z

z

↵ =

Z

U

✓Z

z

(u⇤↵)

◆
dµ(u)

=

Z

z

Z

U

u⇤↵ dµ(u),

which shows that
Z

z

✓
↵�

Z

U

u⇤↵ dµ(u)

◆
= 0 for all z 2 Hk(X;R).

De Rham’s Theorem now implies that ↵ and
R
U u⇤↵ dµ(u) represent the same co-

homology class. In particular,

↵ =

Z

U

u⇤↵ dµ(u)

is U -invariant which proves surjectivity. ⌅
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Proof of Theorem II.49. Denote G0 = Iso(M)�, G⇤ = Iso(M⇤)� and o = eK 2

M \M⇤. Then according to Lemma II.50

⌦k(M)G0 ⇠= Altk(p)
adg(k)

Now

p! ip

X 7! iX

is an Ad(K)-equivariant isomorphism of real vector spaces, hence

Altk(p)
adg(k) ⇠= Altk(ip)

adg(k)

and the latter is isomorphic to ⌦k(M⇤)G
⇤

again by Lemma II.50. Since G⇤ is a
compact connected Lie group, the inclusion of complexes

⌦k(M⇤)G
⇤
! ⌦k(M⇤)

induces an isomorphism in cohomology ⌦k(M⇤)G
⇤ ⇠= Hk

dR(M
⇤,R) according to

Lemma II.52. But by Lemma II.51 (⌦k(M⇤)G
⇤
, d) is equal to its cohomology and

hence
⌦k(M⇤)G

⇤
⇠= Hk

dR(M
⇤,R),

the latter being De Rham cohomology which itself is isomorphic to Hk(M⇤,R) by
De Rham’s Theorem. ⌅



Chapter III

Symmetric Spaces of
Non-Compact Type

III.1 Symmetric spaces are CAT(0)

Definition: Geodesic and Comparison Triangle

• A metric space (X, d) is called geodesic if for every two points x, y 2 X
there is a continuous path

� : [0, d(x, y)]! X

from x to y and such that l(�) = d(x, y).

• A geodesic triangle �(p, q, r) in a geodesic metric space X consists of
three points p, q, r 2 X and geodesic segments [p, q], [q, r] and [p, r] that
join them and whose lengths is the distance between the endpoints.

• Given �(p, q, r), a comparison triangle is a triangle � = �(p, q, r) in
E

2 whose sides are geodesic segments of the same length as the sides in
�.

• Given a point x 2 [p, q], a comparison point for it is a point x 2 [p, q]
such that

dX(p, x) = dE2(p, x).

Fact. Comparison triangles always exist and are unique up to isometries.

81
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Definition: CAT(0)

A geodesic metric space isCAT(0) if for every geodesic triangle�(p, q, r) with
comparison triangle � (p, q, r) and points x, y 2 �(p, q, r) with comparison
points x, y 2 � (p, q, r) the following inequality holds

dX(x, y)  dE2(x, y)

Remark. In a CAT(0)-space triangles are thin, that is, ↵  ↵, �  � and �  �.

Remark. More generally, in a CAT() space triangles are thinner than triangles in
a model space of constant curvature . For CAT(�1) the hyperbolic space is used,
for CAT(0) the euclidean plane and for CAT(1) we use the sphere.

Remark. CAT(0)-spaces are uniquely geodesic. To see this, suppose there were
two geodesics [p, q] and [p, q]0 between p and q. Take then a point x on [p, q] and a
point x0 on [p, q]0 at the same distance of p. Since E

2 is uniquely geodesic, [p, q] =
[p, q] and thus x = x0. But then it follows that x = x0 by

dX(x, x
0)  dE2(x, x0) = 0.

Proposition III.1

Let (X, d) be a complete CAT(0)-space.

(1) If S ⇢ X is a bounded set and

rx := inf
�
r > 0 : S ⇢ B(x, r) for some x 2 X

 

then there exists a unique xs 2 X such that S ⇢ B(xs, rs). We call this
the circumcenter of S.

(2) Let C ⇢ X be a closed convex set. Then there exists a unique pc(x) 2 C
such that

d(x, pc(x))  d(x, C) = inf{d(x, y) : y 2 C}

(3) Let �1, �2 : R! X be two geodesics parametrised by arclength. The map

R! R

t 7! d(�1(t), �2(t))

is convex.

Proof. (1) Let (rn)n2N ⇢ R be a sequence such that rn ! rs that has the property
that there is xn 2 X such that S ⇢ B(xn, rn).


